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Introduction

The study of quantum gauge field theories and gravitation is both an intellectual
pursuit and a necessity connected to black hole theory and quantum cosmolo-
gical models. In this work DeWitt’s formalism for field theories is presented;
it provides a framework in which the quantization of fields possessing infinite
dimensional invariance groups may be carried out in a manifestly covariant (non-
Hamiltonian) fashion, even in curved space-time; particular attention is paid to
the evaluation of the propagators for scalar field theory and Maxwell’s theory.

Another important virtue of DeWitt’s approach is that it emphasizes the
common features of apparently very different theories such as Yang-Mills theo-
ries and General Relativity; moreover, it makes it possible to classify all gauge
theories in three categories characterized in a purely geometrical way, i.e., by
the algebra which the generators of the gauge group obey; the geometry of such
theories is the fundamental reason underlying the emergence of ghost fields in
the corresponding quantum theories, too. These “tricky extra particles”, as
Feynman called them in 1964, contribute to a physical observable such as the
stress-energy tensor, which can be expressed in terms of Feynman’s Green func-
tion itself.

This work is structured in six chapters; in the first one, gauge field theories
are introduced in DeWitt’s formalism, and the set of all fields is presented as
an infinite-dimensional manifold, on which an action functional is defined; then
gauge transformations are viewed as flows which leave the action functional
unchanged; whenever the gauge group realization is linear (this is the case for
Yang-Mills theories and General Relativity), manifest covariance is ensured, i.e.,
the group transformation laws for the various symbols that appear in the theory
may be inferred simply from the position and nature of their indices, and both
sides of any equation transform similarly. Last, the theory of small disturbances
is discussed, Green’s functions are introduced in a general fashion and Peierls
brackets are defined, in light of their importance in the quantization procedure.

In the second chapter, the path integral formulation of one-particle Quan-
tum Mechanics is derived from the standard, Schrodinger-equation-based the-
ory; then the path integral for (non-gauge, bosonic) field theory is heuristically
derived. In the third chapter, quantization of non-gauge field theories is dis-
cussed in the framework of DeWitt’s formalism: problems with the heuristic
quantization rules are stressed, and Schwinger’s variational principle is intro-
duced as a way to get around them; then the operator dynamical equations are
presented, with the necessary introduction of the measure functional, which, at
the simplest level, may be thought of as correcting the lack of self-adjointness
of the “time-ordered” version of the classical dynamical equations; nevertheless,
it plays a far deeper role, closely linked to the Wick rotation for the evaluation
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of divergent integrals. Last, the path integral for non-gauge theories is derived.

In the fourth chapter the treatment is extended to gauge theories: some in-
sight is given about the geometrical structure of the infinite-dimensional man-
ifold of field theories belonging to the same class as Yang-Mills and General
Relativity; under the group action, this space is separated into orbits; one could
say that it is in the space of orbits that the real physics of the system takes place;
then one can choose on the manifold a new set of coordinates made of two parts:
the first one labelling the orbit, and the second one labelling a particular field
configuration belonging to the specified orbit; when one writes down the path
integral and reverts to the original coordinates, one finds out that a new term
appears: it is the ghost contribution, which involves two ghost fields; they are
fermionic for a bosonic theory and bosonic for a fermionic theory. Therefore,
an “extended” space may be introduced, where ghost fields appear too and a
new action functional, containing also ghost terms, may be defined: then one
is fascinated to find out that the gauge transformations for the original theory
correspond to a set of rigid invariance transformations for the theory on the
extended space, i.e., the BRST transformations.

The fifth chapter is dedicated to the study of the Green function of free,
massive, scalar field, first in flat, then in curved space-time; it is shown that
all Green functions can be derived from Feynman’s Green function: in flat
space-time, one can pass to the “momentum” space and easily verify that the
choice of the Green function is the choice of an integration contour which passes
around two poles; in curved space-time, where the momentum space is no longer
avaiable, one can nevertheless define the Feynman’s Green function: it is the one
that obeys the same variational law as finite square matrices and is symmetric.
In sight of the curved space-time treatment, it is of fundamental importance to
derive, even in the flat case, a formula for the Feynman propagator involving
space-time coordinates only; therefore, after the introduction of some necessary
mathematical tools such as bitensors and some geometric quantities such as the
world function, an expansion for the Feynman Green function in curved space-
time is obtained, valid for small values of the geodetic distance. It is important
to observe that the expansion obtained ceases to exist when the massless limit
is taken: the massless case has to be treated with alternative methods.

In the final chapter the Feynman Green function for Maxwell’s theory in
curved space-time is discussed: both {-function regularization method and Fock-
Schwinger-DeWitt ansatz are used in order to obtain an asymptotic formula
for the Feynman propagator, valid for small values of the geodetic distance;
therefore the expansion obtained is verified to exhibit the familiar logarithmic
singularity which occurs for massive theories in flat space-time and, generally,
even for massless theories but in curved space-time. Then the point-splitting
method is presented as a valuable tool for regularizing divergent observables
such as the stress-energy tensor: one finds out that it can be completely ex-
pressed in terms of second derivatives of the Hadamard Green function, which
is also closely linked to the effective action. Last, an original computation is
presented: a short, closed formula for the divergent part of the stress-energy
tensor, originating from a careful handling of more than two thousand terms;
for this purpose, a program has been written in FORM, which is a symbolic
manipulation system whose original author is Jos Vermaseren at NIKHEF.

This result may be of interest in several applications, and it may be further
generalized, as will be outlined in the conclusions.



Chapter 1

Field Theories in DeWitt’s
Formulation

1.1 A few words on Space-Time (I)

Basic to the whole of quantum field theory is the assumption that space-time,
which we shall denote by M (for manifold), has the topological structure

M=RxY (1.1)

where R is the real line and ¥ is some connected three-dimensional manifold,
compact or non-compact. In particular, space-time will be assumed to be en-
dowed with a hyperbolic metric g which admits a foliation of space-time into
spacelike sections, each being a complete Cauchy hypersurface (i.e., a spacelike
surface which intersects every non spacelike curve ezactly once) and a topolog-
ical copy of X. Being characterized by a manifold and a tensor field defined on
the manifold, it is more accurate to say that a “space-time” is an equivalence
class of pairs (M, g): the equivalence relation is the following:

(M, g) ~ (N,h) «—= 3 € Dif f(M)| N =v(M), g=v¢*h,  (1.2)

where 9* is the pullback map associated to . Throughout this work, the
following sign convention will be assumed for the signature of the metric tensor:
(=4, +,..).

1.2 Space of Histories and Functional Differen-
tiation

In this chapter DeWitt’s formalism for field theories will be introduced, both
bosonic and fermionic ones. It provides a framework within which the quanti-
zation of fields possessing infinite dimensional invariance groups may be carried
out in a manifestly covariant (non-Hamiltonian) fashion.

Denote by @ the set, or space, of all possible field histories; it will be useful
to view ® as an infinite-dimensional manifold; in this work the coordinates ¢°
will be assumed to be real-valued, whether c-type or a-type (see Appendix A).

7
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The concept of differentiation on ®, on which the idea of tangent space at ¢ € ®
is based, can be introduced through functional derivative:

Let F: ® 3 ¢ — F[¢] € Aw; F is called a supernumber-valued scalar field
or functional on ®, and its value at a point ¢ of ® is denoted by F[¢]. Let d¢
be an infinitesimal variation in ¢; it can be represented by a set of functions 6¢°
on the manifold M, where, at each point # € M, the §¢'(x) are components,
in the appropriate chart of ®, of an infinitesimal vector in its tangent space at
the point having coordinates ¢(z). Let the d¢‘(x) be C* and have compact
support in M, and let 0F[¢] denote the change in value that F[¢] undergoes
in shifting from ¢ to ¢ + d¢. If, for all ¢ € ® and for all C*° variations d¢ of
compact support, §F[¢] can be written in the form?

SF[g] = /M 56/(2) s Fl] d"z = /M Foold 66'(x) d"z,  (L3)

where ;(;), F[¢], Fi@)[¢] in the integrands are independent of §¢* and depend

at most on ¢, then F is called a differentiable functional on ®, and ;4 F[¢],
F(z)[¢] are called left and right functional derivatives of F, respectively:

5

5
Fiwlol = FMW' (1.5)

Differentiation will be indicated by a comma followed by one or more indices:
Greek indices will denote differentiation with respect to the chart coordinates
x* in M, while Latin indices will denote differentiation with respect to the field
coordinates.

In a repeated functional derivative it does not matter whether the left differ-
entiations or the right differentiations are performed first, but the order of the
induced indices on either side is important. That is, although left differentiations
commute with right differentiations, left differentiations do not generally com-
mute with each other, nor do right differentiations. The laws for interchanging
are , )

i F= (=" ji ' Fay = (=1)" Fy, (1.6)

where the convention is here adopted that an index or symbol appearing in an
exponent of (—1) is to be understood as assuming the value 0 or 1 according as
the associated quantity is c-type or a-type.

If the functional F' is pure, i.e., either c-number-valued or a-number-valued,
then (1.3) implies that its left and right functional derivatives are related by

WF=(-1)FHE, (1.7)

In the previous equation too, the symbol F' in the exponent of (—1) assumes
the value 0 if F' is a c-type quantity, the value 1 if F' is a a-type quantity.
When indices appear in exponents of —1 a special rule must be introduced
regarding the summation convention: although an index appearing in an expo-
nent of —1 may participate in the summation induced by its appearance twice
elsewhere in a term of a given expression, it may not itself induce a summation.

! The summation convention over repeated indices is assumed throughout this work.
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1.3 Condensed and Supercondensed Notations

In developing the general formalism of field theory we shall find it often con-
venient to lump the symbol z with the generic index ¢ and to make the latter
do double duty as a discrete label for the field components and as a continuous
label for the points of space-time. With this notation, the symbol 52/ should
be understood as a combined §-distribution Kronecker delta, while Kronecker
deltas shall be éi’j for the sake of clarity:

5 5

— 1 N v A 7 /
Therefore, it seems natural to establish a new convention: the summation over
repeated field indices includes (by virtue of their role as continuous labels) in-
tegration over M. Hence (1.3) takes the form:

GF[9] = 8¢ i, Flo] = F,i[¢] 06" (1.9)
Sometimes, even this condensed notation is cumbersome, and a supercondensed

notation is used: the indices themselves are suppressed and the following re-
placement is made:

¢i

iroin Firge = o+ Fs. (1.10)

Remark 1.1. The condensed and supercondensed notations must be used with
care because the associative law of multiplication does not always hold. For
example, the value of an expression such as x° inﬁjwj may depend on which
summation-integration is performed first. They give the same results only in
certain cases?>. When the law does not hold, ambiguities in condensed expres-
sions will be removed by the use of parentheses or arrows.

1.4 A few words on Space-Time (II)

Use of the condensed notation underscores the following point: The manifold
M of space-time, independently of any physical fields that may be imposed on
it, is an index set. Its points are labels that may be lumped together with the
indices for field components.

When M is viewed in this way the notion that alternative topologies for
space-time may be alternative dynamical possibilities for a given universe makes
no sense. Changing the topology of M corresponds to changing the index set,
and one cannot change the index set of a theory in midstream. A different index
set means a different theory.

Transitions from one topology to another could be followed if space-time were
embedded in a higher dimensional manifold endowed with physical properties.
But then space-time and its contents would not be all there is; the “universe”
would be something bigger. Since nobody has yet developed a successful em-
bedding theory of space-time we shall assume that space-time is the universe
and leave its topology fixed.

2For example, if F is given by the expression F[¢] = % M Kfj (z)¢*(z)¢’, (x)d™z then the
reader may easily verify that if the ¢ summation-integration is performed first one gets a result
that differs by an amount — [, (K, 1‘; #'®7),ud"x from that obtained when the j summation-
integration is performed first. In order to get one result from the other one has to carry out an
integration by parts, and this is legitimate only in certain cases, for example if the intersection
of the supports of x* and 7 is compact in M.
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1.5 Action Functional and Dynamical Equations

Throughout this work, the following (fundamental) principle will be postulated:
the nature and dynamical properties of a classical dynamical system are com-
pletely determined by specifying an action functional S for it.

The action functional is a differentiable real-c-number-valued scalar field on
the space of histories ®, i.e., a functionally differentiable mapping S': ® 5 ¢ —
S[¢] € Re.

The choice of action functional for a given system is not unique but depends
on the choice of dynamical variables ¢’ used to describe the system and on
the boundary conditions that one imposes on the ¢’ at the time limits and at
spatial infinity. However, all the possible action functionals for a given system
must yield equivalent families of dynamical histories. A dynamical history is
any stationary point of S, i.e., any point ¢ of ® that satisfies

i.S[¢] =0 or, equivalently S ;[¢] =0. (1.11)

The set of all stationary points is called the dynamical subspace of ®, or the
dynamical shell, and all histories satisfying (1.11) are said to be on shell.

Equations (1.11) are called the dynamical equations of the system. They will
be assumed to be local in time, i.e., involving no time integrals and not more
than a finite number of time derivatives. In a relativistic theory this implies
that they must also be local in space. This greatly limits the possible choices
for S. Throughout this work S will have the general form

S[p] = / L(¢%, (bfﬂ, x) d"z + boundary terms. (1.12)
M

The integrand of this expression, known as the Lagrange function or Lagrangian,
is a scalar density of unit weight. If the gravitational field is not numbered
among the ¢', then L usually has an explicit dependence on a fixed background
metric. Expression (1.12) immediately yields

0= .50 ?L[qﬂ—(?w}) , (1.13)

=3¢ 3,

in which the boundary terms do not appear.

It is worth remarking already at this point that the condition of locality,
which is imposed on the dynamical equations largely in order to have easy con-
trol over causality, is by no means the only condition that is imposed in practice.
Even when the action functional has the structure (1.12) there are additional
criteria, of a physical nature, that greatly restrict the Lagrange function itself.
For example L must satisfy the constraints imposed by relativistic invariance,
either special or general; it should lead to an energy that is bounded from below
and the stationary points of the action should be non-trivial.

1.6 Invariance Transformations

For many of the most interesting dynamical systems there exists, on the space
of histories @, a set of flows that leave the value of the action invariant. That
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is, there exists a set of nowhere vanishing vector fields @), on ® such that
SQq = 0. (1.14)
Here the vector fields are written as opera:t_ors acting from the right. They can

1)
be expressed in terms of the basis vectors 3o associated to the coordinate patch

on ® defined by the ¢':

5,
Qo = 7 ‘Qa. (1.15)
In terms of the components ‘Q,, (1.14) becomes
5:'Qa =0. (1.16)
Alternative forms are
«QS =0, or, equivalently ,Q~"; S =0, (1.17)

where ,Q acts from the left, and “~” denotes the supertranspose:
0Q=(-1)"Qu, Q™ = (-1)TVIQ,. (1.18)

It will be noted that allowance has been made in the previous equation for
the possibility that some of the @, may be a-type. The index « is said to
be c-type or a-type according as the vector field that it designates is c-type or
a-type. It should also be noted that eq. (1.14) will generally lead to difficulties
at the boundary of the action integral (1.12) unless, for each «, the @, have
compact support in M. If the @), must be independent of both boundary
conditions and any special coordinate frame in space-time, then they can only
be J-distributions or derivatives of d-distributions times local functions of the
fields and their derivatives. This means that the index «, like the index 4, must
include a space-time point and hence range over a continuous infinity of values.

Because of the invariance equation, the value of the action remains invariant
under infinitesimal changes in the dynamical variables of the form

50" = 'Qa ", (1.19)

The infinitesimal parameters 66 of these transformations are C'*° functions
over space-time, c-number-valued or a-number-valued according as the index
a is c-type or a-type. The §£“ will be assumed to be real (i.e., taking their
values in either R, or R,), and since the dynamical variables ¢’ are real-valued
this implies that the vector fields @, are real or imaginary according as « is
c-type or a-type. The §£* are additionally required to have compact support
in space-time or else to satisfy such conditions at the time boundaries and at
spatial infinity as are needed in order that the integrations in

0=065 = 5,60 =5, Qadt" (1.20)

be performable in any order.
In the following sections, two important examples of such theories will be
presented: Yang-Mills theories and General Relativity.
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1.6.1 Yang-Mills Theories (I)

The dynamical object in the N-dimensional Yang-Mills theory is a Lie-algebra-
valued 1-form, which can be expressed, in a suitable chart, as follows:

A = AT, ®ds* (1.21)
= A,dz", (1.22)

where the T, are a basis for the Lie algebra of SU(N), which will be denoted
by su(N); for N > 2, it is the algebra of square anti-hermitian traceless ma-
trices with Lie bracket the commutator; this algebra can be endowed with the
Euclidean metric?

Yap = —tr(ToTp) (1.23)

which will be used to lower/raise Lie algebra indices.
Therefore the following Lie-algebra-valued 2-form is defined:

1 [e3 v
F = iF‘“’ T, ® (dz! A dx") (1.24)
= P, T, ®de" ®@dr” (1.25)
= (A9, — A, + [, ADAY) T, © da'* @ da”, (1.26)

where the semicolon denotes covariant differentiation associated with the Levi-
Civita connection V, and the f;  are the structure constants of su(N) associ-
ated to the basis of the T, i.e., they satisfy the equation

(T Ts) = T, (1.27)

The dynamical equations follow from the action functional

1
svulag == [ ViFL R @, (1.28)

where g is defined to be det(g,. ).
It can be readily seen that such an action is invariant under the transforma-
tion
Au(x) — UAM(JZ) = UT(aj)AH(Js)U(m) + UT(x)UM(x) (1.29)
for every U : M > x — U(x) € SU(N). Consider an element T = w,T* €
su(N); as is well known, exponentiation yields an element in SU(N); let now
w®(z) be a set of real funcions on M; then, for every 2 € M, U(z) = " (®)Ta
€ SU(N); if the w*(z) are infinitesimal, then U(z) is close to the identical
transformation, and (1.29) reads

Al VAL = A+ AN 4w, (1.30)
§A) = VAL A = AP 5+, (1.31)
With DeWitt’s notation, eq. (1.31) can be written
SAT = JQ,08%, (1.32)
1Qulw,a’) = o) (AL@) ] 5y + 020 ) (1.33)
= 6(x,a')Al(x) Yo — 000(2, ") . (1.34)

3this metric is nonsingular if and only if the group is semisimple; additionally, whenever
the group is compact, as in this case, then it is positive definite.
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1.6.2 General Relativity (I)

The dynamical object is the Lorentzian metric tensor defined on a manifold M
it can be expressed, in a suitable chart, as follows:

g = g,uydxu ® dz”. (135)

It is important to observe that, if a theory describes nature in terms of a man-
ifold M and tensor fields 7 defined on the manifold, then if ¢ : M — N is a
diffeomorphism, the solutions (M, T®) and (N, ¢*T?)) have physically identi-
cal properties. Any physically meaningful statement about (M, T(i)) will hold
with equal validity for (N,¢*T(). On the other hand, if (N,¢*T(®) is not
related to (M, T®) by a diffeomorphism, then (N, $*T(®) will be physically
distinguishable from (M, T®).

Thus, the diffeornorphisms comprise the gauge freedom of any theory for-
mulated in terms of tensor fields on a manifold. In particular, diffeomorphisms
comprise the gauge freedom of general relativity.

Now consider the case where N = M; let ¢ : M > « — ¢(x) € M be a
diffeomorphism; its pullback acts on tensors of type (0,2) as follows:

¢" Ty M @ Ty )M 3 g](m) > ¢*g‘¢(m) eT:M®TIM, (1.36)
. _ ot | 99" | -
50 g0y = 907l o) 00 e | @de”|. (1.37)

If ¢ is close to the identical diffeomorphism, then it can be always seen as an
element of the flow o%(t,-) = o} associated to a vector field & defined on M:;
hence, for an “infinitesimal” diffeomorphism, eq. (1.37) reads:

Hol 1

0'5 (z) oxP

dotr
. 0x°
€t 0 S 500,60 07, 0107,
9l, + € Eo + Eo3p) | d2”|, © dz?],
= gl, +eLegl,- (1.38)

Iy = &g = v da?|, @ da|,

Eq. (1.38) shows a remarkable result: the Lie algebra of the diffeomorphism
group of M, Dif f(M), is the space of vector fields on M with Lie bracket Lie
derivative.

Therefore, General Relativity is invariant under the trasformation

g = g+eleg, (1.39)
0g = eLlgg. (1.40)

for every vector field € on M.
With DeWitt’s notation, eq. (1.40) can be written

69/1411 = MVQp6€p7
@, (s x') 8(z,2") (9up Vo + 90pV ) .
= Opguv|,0(x,2") — gup| 0(x,2") b — gup| 02, 2") . (1.42)
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1.7 Commutator of Invariance Transformations

Let B be a functional on ®; by applying two invariance transformations Qq, Qg
to G, one arrives at

B(QaQp)

(BQa) Qﬂ
= (B,ilQa) Qﬂ
B,iiQa,ijﬁ + (*1)ja+ijB,ij iQang (143)

while

(BQs)Qa = B.'Qs,7Q,+ (-1 B ;'Q,7Q,
= Bi'Qp,;’Q,+ (-1)"""'B;’Q,'Q,
= B.'Qs,;°Q, + (-1)"B;7Q,Q,
= B,iiQB,ija+( 1)%B+zﬂ+zj+aﬁ+aJB’UlQ 7QB
(1)

= B,iiQﬁ,ija'f‘ 1 zJ+aﬁ+ajB zQ Qﬁ (1.44)

Hence one obtains

B (QQQB - (_1)a6QﬁQa) = B,iiQa,ijg - (_1)aﬁB,iiQﬁ,ija

= B,i (iQa,j]Qﬁ - (_1)aﬁiQ5,ija> (1-45)

Thus, given two fields Q.,Qs, their supercommutator or super Lie bracket
[Qa, Qp] is itself a vector field:

[Qa, Q5] = QuQs— (—1)*QsQ., (1.46)
Qe Qpl = 'Q,,;'Qs — (—1)*7'Q4 ,7Q,. (1.47)

In the particular case where B is the action functional, it is immediately obvious
that

S1Qa,Qp] = 0. (1.48)

Hence, the commutator of two invariance transformations is an invariance trans-
formation itself.

It must be pointed out at once that, for every dynamical system there exist,
on the space of histories ®, vector fields that, like the @, yield zero when acting
on the action, i.e., vector fields V of the form

Vi= 89T, (1.49)
where T is any antisupersymmetric tensor field:*
IT = —(=1)¥ 19, (1.50)

Such vector fields, however, vanish on the dynamical shell and are not true flows.
They will be called skew fields.

4The components of T should also have the necessary support or rate-of-fall-off properties
in space-time for the implicit summation integration in (1.49) to converge.
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It will be assumed that all true flows can be expressed, at each point of
®, as linear combinations of the @),’s and skew fields at that point, i.e., that
the Q. ’s form a pointwise complete set of flows modulo skew fields. Pointwise
completeness of the Q,’s and equation (1.48) imply that the supercommutator
in (1.46) must have the general structure

[Qou QB] = Q'y C’Ya[j + Ta,B 15, (1.51)
or, in component form:
Qe Qs] ='Q, "y + T4 ; S, (1.52)

where the ¢” 5 are scalar fields on ® and the T, ; are tensor fields, having the
symmetries:

oy = —(=1)># ' ga (1.53)
iTaBj _ 7(71)a5 iTﬂaj _ 7(71)ij+(a+ﬂ)(i+j) jTaBi' (1.54)

In addition to these symmetries the ¢’ 5 and T, 5 must satisfy functional dif-
ferential conditions imposed by the Jacobi identity

[Qow [Qﬁ’ Q’YHE’Y&X =0, (155)

the €*7 being any coefficients completely antisupersymmetric in their indices:

OBV — _(—1)oBBOY — _(_1)B1eonB, (1.56)

1.8 Gauge Algebra, Gauge Groups and Orbits

One may easily verify that the super Lie bracket of any two skew fields is a skew
field. By functionally differentiating (1.16), one obtains:

0 = (5;7Qu).
= 5;7Q,,;+ (=)t 5;,7Q,
= S;7Q,+ (- 1>1 *”*’JS Q,
= S;7Qu+ (-1
S;9Qu; = —(=1)S;7Q,. (1.57)
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By using this identity, one can easily verify that the super Lie Bracket of a @,
with a skew field is again a skew field:

S '[Qa, ST

S (iQa,k S 7T" — (=17 (8, 7T") . kQa>

= S 'Quy S;TF — (—1)°T S8, 7T, *Q,
_(_1)aT+ki+kT+kj S,iS,jk jTi kQa

_ S,i iQa,k S’j ka _ (_1)aT+ki+kT+kj S,iS,jk jTi kQa

_ 571‘ iQa,k S7j ik _ (_1)aT+ai+aT+aj 57i5,jk kQa i

= S 'Qup ST+ (-1)* 8,8k *Q, ,; 'T"

= (1M S8 QT + (—1)* S8k FQy ;T
(—1)ikHiatsi S,S. an’k ipk 4 ()0 S.S,; an,k ki
(_l)ik+ia 5,8 an,k irk 4 (_1)ai 5,8 an,k ki

= (21" 885 7Qux (C1) TH 4 )
0. (1.58)

From these facts, together with eq. (1.51), it follows that the set of all vector
fields on @ of the form

Qo "+ 17 S, (1.59)

the £ being arbitrary (¢-dependent) coefficients, T' being an arbitrary antisu-
persymmetric tensor field, form a closed algebra under the super Lie bracket
operation. When true flows exist this algebra is called a gauge algebra.

The vector fields @), characterizing the flows on ® are evidently not unique.
They are defined only up to transformations of the form

iQa = ’LQﬁ Xﬂa + iTaj j,S’ (160)
where the X? are functionally differentiable scalar fields on ® which, at each
point of @, form the elements of an invertible matrix, whose inverse is formed
by functionally differentiable scalar fields, too, while ‘T, 7 obey

I = —(=1)uF DI (1.61)
It is easy to see that such transformations leave eq. (1.51) unchanged. It is
also easy to see that even when the @), are fixed, the Tpp in eq. (1.51) are not
unique but are determined only up to transformations of the form

. o 5 i
’Taﬂ] = ’Taﬁj + lQ,YA’UaB sQ77, (1.62)
where the coefficients "U,, /35 satisfy

'yUalB5 — _(=1)°F fyUBaé = —(=1)"5 T (a+h) 5Ua6“ﬂ (1.63)

By carrying out these transformations, one may often simplify the relations
satisfied by the Q),. Three cases may be distinguished:
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1.8.1 Type-I

The @, and the T,,3 may be chosen in such a way that the latter vanish and
the c"’aﬂ are ¢-independent; then eq. (1.51) becomes

[Qa, Q8] = @y (1.64)
s = 0, (1.65)

and the Jacobi identity implies:
" s¢ g €7 = 0. (1.66)

In this case the C’yaB are the structure constants of an infinite dimensional Lie
group known as the gauge group of the system. The gauge group, or more cor-
rectly, the proper gauge group is defined as the set of transformations of ® into
itself obtained by exponentiating the transformation (1.19) with ¢-independent
&% and taking products of the resulting exponential maps. The proper gauge
group is viewed as acting on ®, and its actions leave S invariant. The full
gauge group is obtained by appending to the proper gauge group all other ¢-
independent transformations that leave S invariant and do not arise from global
symmetries. Elements of the proper group are sometimes called little gauge
transformations, while elements of the full group outside the proper group are
called big gauge transformations. When big gauge transformations exist the
gauge group has disconnected components. It should be remarked that for the
systems encountered in practice a choice of flow vectors Q, satisfying (1.64)
(1.65) is usually given a priori, and it is not necessary to carry out transforma-
tions of the forms (1.60) (1.62) to find them. The closure property expressed
by (1.64), which is stronger than eq. (1.51), implies that the gauge group de-
composes ® into subspaces to which the @, are tangent. These subspaces are
known as orbits, and the point-wise linear independence of the @, implies that
each orbit is a copy of the gauge group supermanifold. If the gauge group has
disconnected components, then so does @ itself. ® may be viewed as a principal
fibre bundle of which the orbits are the fibres. The base space of this bundle is
a supermanifold of which the orbits may be regarded as the points. It is called
the space of orbits. The action functional is a scalar field on the space of orbits,
and one might be tempted to say that it is in this space that the real physics
of the system takes place. However, there may exist physical observables that
remain invariant under little gauge transformations but not big ones, so a sepa-
rate “physical” base space should in principle be assigned to each component of
®. But in practice the amounts by which physical observables change under a
big gauge transformation are always dynamically inert. Therefore we shall from
now on focus solely on the proper gauge group.

1.8.2 Type-I1

The T,s can be made to vanish but the cwaB cannot be made ¢-independent
globally on ®. Equation (1.64) continues to hold, and the space of histories
is again decomposed into orbits to which the @, are tangent, but the orbits
are not group supermanifolds. If the @, are pointwise linearly independent,
then the components of the orbits are all topologically identical, and each is a
parallelizable supermanifold. The space of histories may again be viewed as a
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fibre bundle, and the real physics of the system takes place in the space of orbit
components. The Jacobi identity, in this case, implies

(c"m;c‘sm —cs iin)EWBa =0. (1.67)

1.8.3 Type-II1

The T,p cannot be made to vanish globally on ®. Flow vectors of the form
Q&% where the £ are ¢-dependent, do not by themselves form a closed system
under the super Lie bracket operation, except on the dynamical shell. Only the
dynamical shell, not the full space of histories @, is decomposed into orbits. The
space of histories cannot be viewed as a fibre bundle; only the dynamical shell
can. This means that although the real physics takes place in the space of orbit
components as usual, the dynamics cannot be derived from an action functional
on this space. The full space ® is needed.

1.8.4 Yang-Mills Theories (II)

In this section it will be shown that Yang-Mills theories are Type-I theories, and
their structure functions will be calculated explicitly. By recalling eq. (1.34),
one obtains

<—
" 6

= Oz, 2)0y 8517

= 8z, 7)Y fls- (1.68)

Hence

’

’ 5// .
’Y‘I‘Qa/7l/ 6// I/,/Qﬁ/l/ -
= 6z, a")(z, 2" )AL [ s Foopm — (2, &) [0 O s (1.69)
by swapping (o, z’) and (8", 2""), one obtains:

y o 5
ILQ,B/Nv Y V”Qa’ =

= 6(‘T7 {L‘/)(S(l’, x///)Az f’YSﬁ”/ fépa’ - 6(!1)7 xm>f755”’ 62’,;1,7 (170)

therefore
MQa, Qp] =
= Q0 5 T Qa =7, Q5 i Qu
= 0,28, "V AL (s Lo = Ll o )
. (5(95, ) [ s 80— 6, 2™ [ g 53,7#) . (1.71)
The first term contains f7;_, f(spﬁ,,, — [sgm f‘spa,; by using the Jacobi identity

for the structure constants and their antisimmetry in the lower indices, one
obtains:

f’y(sa/ fépﬁ/// - f’y(sﬁ/// fgpa/ = f’ypé féa/ﬂ/// 5 (172)
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therefore the first term is
6(x,x/)5(x .’.UI//)14pf’y (5f /BIN =

_ / A" g (a3 1) (8, )AL ) (LT3)
M
the second term is, instead:

6
< (LE, I/ fﬂy(;a, 5[3”/ 5(LE, .'L’/N) 75ﬁ”/ 60/,“) =

= (8. 2) g6 <x 2") = 8,2 [ g8l 2) )
—f g (O(z,2")o(x, ™), + 6(x,a") ,0(z, "))
g (0(z, 2 (5( ”’) +6(x,2)6(x, 2"))

/M dw//f’)’a/ﬁw (S(l’,fﬂ//) (6(37//71'/)6(.’17//75(;”/))’#

M

— /M dm”f’ya/ﬁm 5(%33//)’# (6($//,$/)6($/l,$//l))

_/ dw”fé”alﬁm 5;{,,’#(5(37”, :I,‘/)(S(JJN, QL‘N/)
M

/M dx//fé/la/ﬂ/// 5z, 2o (x" 2" (—(5},’#) (1.74)

Putting it all together, one obtains, eventually:

iQa, Q] =
/ da" £ ,B/,,(S(x ' )o(z”, 2™ (6(3: a" )AL [T s — 5’6#)

= / dx”ZQ(;,,f a/B/// 5($’l,$/)5(x,/,$/,/) (175)
M

Eq. (1.75) shows that Yang-Mills theories are Type-I theories, with structure
constants

1"

& g = foupo(a’, a’)s(a”, 2. (1.76)

1.8.5 General Relativity (II)

By recalling the commutation law for the Lie derivative, one obtains
[Lx,Ly] = Lixy); (1.77)

But [X,Y]| = (X"0,Y* —Y"9,X")| 8|, can be expressed as

X, Y]] = /dm/ da" ¢, XY, (1.78)
U“/l,// - p,"r l/” - 1/” 7_6 (179)

Cc

as is straightforward to verify. These equations show that General Relativity is
a Type-I theory too, and its structure functions are given by (1.79).
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1.9 Physical Observables

A change in the dynamical variables of the form (1.19) leaves the action func-
tional invariant. Such changes therefore play no role in determining the dynam-
ical shell. Moreover, they map the dynamical shell into itself, as may be seen
by varying the dynamical equations and making use of eq. (1.57):

J

j,S,iiQaéga
= (1778 'Q, 68, (1.80)
therefore
;S=0= 4§,5=0. (1.81)

Hence transformations generated by the @, are unphysical. No functional of
the dynamical variables that is affected by them can be a physical quantity.
Conversely, any functional that s invariant under (1.19) will be called a phys-
ical observable. In the classical theory this nomenclature constitutes an abuse
of language because both c-type and a-type quantities can be invariant under
(1.19), and of course nobody can observe an a-number. However, the quan-
tum counterpart of a real-valued classical observable, whether c-type or a-type,
will, for any valid physical theory, be a self-adjoint linear operator in the su-
per Hilbert space of the full quantum theory, having ordinary real numbers as
eigenvalues.

It is useful to distinguish two types of invariants under (1.19): absolute
invariants and conditional invariants. An absolute invariant A is a functional
of the ¢’ that is invariant under (1.19) at all points of ®. It satisies

AQu=A,'Q,=0 Vopeco. (1.82)

The action functional is always an absolute invariant. A conditional invariant B
is a funcional of the ¢* that is invariant under (1.19) on shell but not everywhere
on ®. It typically satisfies

BQy,=B,;"'"Q,=S:;", V¢co, (1.83)

where the %, are certain ¢’-dependent coefficients. A simple example of a
conditional invariant is

A=A+S; a, (1.84)

where A is an absolute invariant and ‘a are arbitrary ¢’-dependent coefficients.

A physical observable may be either an absolute invariant or a conditional
invariant. In a physical situation (i.e., when ¢ is on shell) there is in fact no
distinction between the two. As a functional of the ¢’ a physical observable is
really defined only modulo the dynamical equations, i.e., up to transformations
of the form (1.84).

1.10 Gauge Groups and Manifest Covariance

Manifest covariance refers to the following facts: the group transformation laws
for the various symbols that appear in the theory may be inferred simply from
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the position and nature of their indices, and both sides of any equation transform
similarly. This applies for Type-I theories when the group realization is linear,
ie.

chw'k =0. (1.85)

In fact, by deriving (1.64), one obtains:

Qi 'Qpp — (1) Q4 ;7Q,, = (1R QT (1.86)

which implies that the matrices (‘Q, ;) (which, in view of eq. (1.85), are ¢-
independent) generate a representation of the Lie algebra of the gauge group
and, by exponentiation, of the gauge group itself. Call this representation the
defining representation and call the contragradient representation (generated by
the negative (super)transposes of the above matrices) the co-defining represen-
tation. Similarly, eq. (1.66) implies that (c”, ) generate a representation of the
Lie algebra of the gauge group too: call it adjoint representation; call co-adjoint
representation the representation generated by the negative (super)transpose of
the structure constants.

Given an absolute invariant A, one can take subsequent derivatives of eq.
(1.82) and use (1.85); the first two derivatives yield:

(A,iiQo);j = 07
(D)9 A5'Q, = —Ai'Qay; (1.87)

(A,iiQa)Jk) = Oa
(Ai'Qu; + (“1)"H%A5°Q,) 1 = 0,
(_1)ij+ja+ak+ikA7ijkiQ — _(_1)jk+jo¢+ijA7ikiQ

a a,j

—(=1)YHA ' Qo (1.88)

These identities relate functional derivatives of any absolute invariant of adja-
cent order; when the functional under observation is the action functional, these
derivatives are called vertex functions, and these identities are called bare Ward
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identities. They imply the transformation laws

§A; A ji6d"
A ;i'Q, 66"
= ( )Z]AZJZQ §§a
= (1P (=1)7HA;7Q,5¢
= () [(Ai'Qq)j — Ai'Q, ;] 66°
= —(-1Y*A;'Qq ;06 (1.89)

5A,jk = ijkiégbi
= A jki'Qy08"
— (—1)ZJ+ZkA,iijQa6§a
_ (_1)jo¢+ka(_1)ij+ik+ja+kaA7ijkiQa(sga
(71)ja+ka[( ’LQ )jk o (71)jk+ja+ijA,ikiQa7j
1)lJ+JOtA ’LQa k]éga
a+ka jk+ja+i
1)] + [( )] +Jj +JA Qa,j
1)l]+]aA ij lQoz k]éga
)ka+kg+z]A kZQ 65(1 _ (_l)kaA,jiiQa’k(Sf(X; (1.90)

—(=
= (=
+(-
= —(=

analogous equations hold for higher order derivatives.

The above equations show that the functional derivatives of absolute invari-
ants transform according to direct products of the codefining representation.
Equation (1.64) may itself be regarded as a transformation law:

§'Qn = 'Qu;7Q4 68"
= ('Qa:@s] + (=1 'Q, ; 'Qp)o¢”
= (Q, s+ (—1)*F ’Qm 1Q4)0¢"
= (—'Q, T+ (1) 1Qs; 7Q,)5E7, (1.91)

which says that ‘Q,, transforms according to the direct product of the defining
representation and the coadjoint representation.

Hence, when the group realization is linear, quite generally, field indices
(Latin) and group indices (Greek) signal respectively the defining representation
and the adjoint representation when they are in the upper position and the
contragradient representations when they are in the lower position.

One may then wonder whether the realization can be always made linear for
Type-1I theories: for Yang-Mills theories and General Relativity, this is possible,
as has been shown in the previous sections, but the answer is not known in gen-
eral. However, certain results in the theory of finite-dimensional compact Lie
groups are suggestive in this connection. Palais [24] and Mostow [23] showed
that if a manifold is acted on by a compact Lie group with finitely many orbit
types, then it can be embedded into some finite-dimensional linear, homoge-
neous, orthogonal representation. Moreover, results of this kind can usually
be extended to the case of finite-dimensional semisimple Lie groups whether
compact or not.
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If similar results could be extended to field realizations of gauge groups
(which are infinite-dimensional), then one could simply add enough extra fields
to Type-I systems to make the realization linear. The extra fields could be made
dynamically innocuous by inclusion of appropriate Lagrange-multiplier fields in
the action. There is one difference between the finite-dimensional and field the-
oretical cases that apparently cannot be eliminated: in the case of fields the
variables ¢* cannot always be chosen in such a way as to yield a realization that
is simultaneously linear and homogeneous. In the case of the Yang-Mills field
the infinitesimal gauge transformation law (1.31) includes an inhomogeneous
term that cannot be removed by any choice of variables. In the case of the
Maxwell field the inhomogeneous term is all there is.

1.11 Equation of small disturbances

Let ¢' and ¢' + d¢' be two neighboring solutions of the dynamical equations
(1.11):

= 504, (1.92)
= ;Slp+0d¢] =, S[e] + .5 ,;[616¢" + ..., (1.93)

where the dots stand for terms which are at least quadratic in §¢°.
Evidently, to first order in 6¢°, we have:

S [¢]5¢j = 0. (1.94)

This is called homogeneous equation of small disturbances. Its solutions are
known as Jacobi fields relative to the on-shell field ¢. In the following equations
the argument ¢ will often be suppressed. In practice a small disturbance is
produced by a weak external agent, which may be described by a small change
in the functional form of the action. Let A be a pure real-valued scalar field on
® and € be an infinitesimal real c-number or imaginary a-number according as
A is c-type or a-type; therefore Ae is a real valued c-type scalar field, and the
following change in the functional form of the action is admissible:

S[o] = Slo] + Algle (1.95)

Let 6¢° be a solution of
S 0¢7 = —, Ae. (1.96)

It is easy to see that, neglecting higher order terms, ¢* + d¢* satisfies the dy-
namical equations of the system S + Ae if and only if ¢* satisfies those of the
system S:

(St Ae)p+d9] = ;S[o+¢]+; Alp+dgle
= ;. S[g]+,5 ;9] 57 + APl e+ A0 5¢7 €+ ...
= S+ (59,00 +;Ae) + ... (1.97)

Eq. (1.96) is called inhomogeneous equation of small disturbances. Its general
solution is obtained by adding to a particular solution an arbitrary Jacobi field.
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When the dynamical equation (1.11) is satisfied, eq. (1.57) reads:

W@ S8, =0 (5;=0) (1.98)

’

When applied to (1.96), by virtue of the arbitrariness of €, this equation implies

L7 A=0 (5, =0). (1.99)
Therefore eq. (1.96) is seen to be inconsistent unless A is a conditional invariant,
i.e., a physical observable. If this is not the case, then the solution of i’(S+Ae) =
0 cannot differ from ¢ by infinitesimal amounts. Evidently small changes in the
action functional will produce small changes in the on-shell dynamical variables
only if they leave intact the flow invariances of the theory.

1.11.1 Supplementary conditions
Eq. (1.98) implies that, on the dynamical shell

1.8,;7Qa06* =0 (S;=0) (1.100)

)

for every 6% of compact support in space-time: this implies that .5, is not an
invertible operator; hence, it has no Green’s functions.

When Q566 is added to a solution of eq. (1.96), the result is another
solution: however, they are physically identical, since they differ merely by an
invariance transformation (1.19). It is convenient to remove this redundancy by
imposing a differential supplementary condition on the small disturbances §¢’,
of the form®

o P 09" =0. (1.101)

The supplementary condition is effective as long as the operator

oFs =aP;7Q (1.102)

is nonsingular and has Green’s functions; in fact, given a Jacobi field d¢¢, all
the physically identical solutions can be written as:

5" 4 'Q 06", (1.103)

by imposing the supplementary condition (1.101), one obtains

WP (00" +7Qp0¢%) = 0
aPi5¢i+aPiiQ65£B = 0
WPi0d + Fy08” = 0. (1.104)

Being , Fj invertible, this equation determines 6&“ and, therefore, the solution
S¢t + Q06>
Let n be a local, continuous, nonsingular, supersymmetric matrix whose

elements are:
% = (=1)* P (1.105)

5Position and nature of the indices of the auxiliary distributions introduced throughout this
work is not accidental: when dealing with Type-I theories with linear gauge group realization,
they show how these distributions must transform under gauge transformations.
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introduce the following differental operator:
_ ~ af
Iy = i757j +,P~.n 5Pj, (1.106)
where ; P~ is the supertranspose of | P;:
P = (1)t B (1.107)

It is easy to see that ;, F; has the same supersymmetry properties as ; S ;, i.e.
it is supersymmetric:

JFy = (-1 R (1.108)

From now on, we will assume that the kernel of the linear differential operator

;S ; consists of the fields of the form Q06 with 66 of compact support in

space-time: this is true in all the practical cases. Hence, the folloing holds:
Theorem 1.2. If | F; is nonsingular, then ; F; is nonsingular too.
Proof. Suppose that there is a set of functions X7 of compact support such that
F; X7 =0. (1.109)
By suppressing all indices and recalling the definition (1.106), one obtains:
(LS, + P~nP)X =0. (1.110)

By taking the supertranspose and recalling the supersymmetry properties stated
above, one can write:

X~(,8, + P~nP) = 0. (1.111)

By applying @, from the right and using (1.98), which holds on shell, one arrives
at:

X718 + P P)Qa = 0, (1.112)
X~P™nPQ, = 0. (1.113)

By restoring indices and recalling the definition (1.102), one can write:
~j p~ B _
X, P n*gF, =0. (1.114)

Being n®?, 5]:7 nonsingular, the previous equation implies

X, P, =0, (1.115)

or equivalently
XY =0, (1.116)
PX = 0. (1.117)

Hence, from the first equation (1.109), it follows
FX = (,8 +P"nP)X
= 151X
0. (1.118)
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But the kernel of ;S; consists of the fields of the form Q_,d¢®, with §¢¢ of
compact support in space-time, then X must be of the form Q¢; therefore one
can write again eq. (1.117) and recall the definition (1.102):

PX = 0,
PR¢ = 0,
F& = 0. (1.119)

Since F is non singular, this equation implies £ = 0 and, as a consequence,
X = 0. Therefore the kernel of the operator ; F; consists of the null field
X" =0 only: then ; F}; is nonsingular.

This ends the proof. O

1.11.2 Retarded and Advanced Green’s function of F

When the supplementary condition (1.101) is satisfied, eq. (1.96) may be re-
placed by

F; 6¢7 = —, Ae. (1.120)

In fact, if both (1.101) and (1.96) are satisfied, it is obvious that (1.120) is
satisfied too; on the other hand, if (1.120) is satisfied, by applying Q™" from
the left one obtains:

aQNiiFj 5¢j = aQNi(_i,Ae)
aQNi(i,S,j +, P, naﬁgpj )5¢j = aQNi(_i,Ae)
W@ P P 4P 6T = 0
oF g ™ 5Py 547 = 0, (1.121)

where (1.98) have been used, plus the fact that A is a conditional invariant;
Being n®?, 3., nonsingular, the previous equation implies

5P 8¢ =0, (1.122)

i.e., the supplementary condition is satisfied. Hence, the following holds:

i s = —; Ae
S0+, P, P 4Py 6 = —, Ae
S0 = —, Ae (1.123)

i.e., the inhomogeneous equation of small disturbances is satisfied too.

Since F' is a nonsingular operator this equation has unique solutions for given
boundary conditions. These solutions can be expressed in terms of Green’s
functions.

We shall consider in this chapter only retarded and advanced boundary
conditions. Denote by §~¢* and 6T ¢’ respectively the corresponding solutions.
Then

§E¢' =G Ae (1.124)
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where G™% and G*% are the retarded and advanced Green’s functions of Fy,
respectively :

(F, GERI — 87, (1.125)

G4 =0 if i<j Gt =0 if i>j, (1.126)

where “i < 7”7 means “the time associated with the index i lies in the past
of the time associated with the index j” and “/ > j” means “the time associ-
ated with the index ¢ lies in the future of the time associated with the index j”.
Consequently the kinematical conditions (1.126) imply that G~ (G*%)) is non-
vanishing only when the space-time point associated with ¢ lies on or inside the
future (past) light cone emanating from the space-time point associated with j.

A minus sign appears on the right of eq. (1.125) for historical reasons, and
the symbol ;67 represents a combined Kronecker delta d-distribution. In the
supercondensed notation (1.125) is written

FG* = —1. (1.127)

It should be remarked that the summation-integration involved on the right side
of eq. (1.124) will generally not converge unless the functional form of A is such
that the functions ; A do not increase in magnitude too rapidly toward the past
or future. A sufficient condition for convergence, of course, is that supp ; A be
limited in time, where “; A” denotes the union of the supports of all the ; A. If
(1.124) does not converge, then the solutions of ; S ; Sy + ;,Ae = 0 do not lie
close (in @) to those of ; S = 0 no matter how small € may be chosen.

1.11.3 Equality of Left and Right Green’s Functions

In egs. (1.125), (1.127) the G* appear as right Green’s functions. They are also
left Green’s functions. To prove this let us temporarily distinguish left Green’s
functions from right Green’s functions by employing subscripts L and R. Let
X' be arbitrary functions of compact support in space-time and let

YVi=(GRY - G.Y), F X (1.128)

Since the X* have compact support it does not matter whether the j summation-
integration or the k summation-integration is performed first in this expression.
That is, ; F, may be regarded as acting either to the right or to the left. By

performing the j summation-integration first and using Gzij B, = —'§,., one
obtains
Vi = GRY,F, XF 45, X*
= GRp7,;F, XF+ X" (1.129)
By applying ,,, F; frpm the the left, performing the ¢ summation-integration first
and using ,,, F; G5 = —,,67, one obtains:
i —ij k i
Y = L F,Gh JijX + . X
nBY = — 0 R XF 4 F X
mFiYi = _kaXk+mFiXi

wEY" = 0. (1.130)



28 CHAPTER 1. FIELD THEORIES IN DEWITT’S FORMULATION

But Y vanishes if i < supp X = U;supp X7. This means that the boundary
data for the above equation vanish to the past of supp X , and hence Y’ must
vanish everywhere. Since the X* are arbitrary it follows that

0 = (GR7-GY)F,
G F, = -4, (1.131)

But this is just the condition that G;-iij be a left Green’s function. Therefore
G7 = G;". In a similar manner one may show that G5, = G. Thus eqs.
(1.125), (1.127) imply

GEk F, = -5, (1.132)
or, in supercondensed notation
(_
G*F = —1. (1.133)

It is important to stress that this proof holds regardless of the symmetry of F.

1.11.4 Reciprocity Relations

The actual supersymmetry of F gives rise to simple relations between the re-
tarded and advanced Green’s functions. Consider the expression

(-G, FGTY. (1.134)

Because of the kinematical conditions (1.126), the intersection of the supports
of G7F" and G1Y, with i and j held fixed, is compact, since it is the intersection
of a forward light cone with a backward light cone. Therefore it makes no
difference whether the k summation-integration or the [ summation-integration
is performed first. Using this fact, together with the supersymmetry law (1.108),
one obtains:

0 = (*l)kiGiki(kﬂ o (71)k+l+kll Fk )G+lj
_(_1)kiG—kik5j e A Wealeal

— _(_1)jiG—ji+(_1)l+ill§iG+lj

= —(=1)GI 4 GTY, (1.135)
Therefore
(—1)7'G=I" = GTY (1.136)
or, equivalently
G*I = (-1)9GFI, (1.137)

Equations (1.137) are called reciprocity relations for the Green’s functions. In
the supercondensed notations, they take the form:

Gt =GT. (1.138)
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1.11.5 Relation between Green’s Functions of F and F

In this section an important relation between the Green’s Functions of F and F
will be derived; attention will be confined, for now, to the retarded and advanced
Green’s functions, those of F being denoted by G~ and GT, respectively:

LFL G = 6 (1.139)

Also in this case, G* are both right and left Green’s functions, and obey similar
reciprocity relations to the ones shown for G.

By writing down the definition of F' (1.106) and using (1.98), that is valid
on shell, one obtains:

iF Qs = ;8 "Qp+; Prun™ P fQy
— 0+, P, Fy. (1.140)

Multiplying this equation on the left by G* and on the right by G*, and not-
ing that the intersection of the supports of these extra factors (with the outer
suppressed indices held fixed) is compact so that F' and F may act in either
direction, one gets

Gj:ijj Fk kQﬁgiBG _ Giijj PNa na'y’yj—_-ﬁ giBG,
ié‘k kQBgiﬁé _ Giijj PNa {’70‘77697
QG = GFI P (1.141)

or, equivalently:
QG* = GEP™. (1.142)

Now, if n is chosen to be wultralocal, i.e., in 1 no undifferentiated § distribu-
tions appear, then its negative inverse A is unique and supersymmetric; on the
other hand, if 7 is not ultralocal, then its negative inverse is not unique: they
are Green’s functions, and they will be assumed to obey the same kinematical
relations as G*, G*; its elements will be indicated as

oA = (=1)>FFFal X (1.143)

Hence eq. (1.142) may be written
—QG*\ = GFP~, (1.144)
or, taking the supertranspose and using (1.137) and the symmetry properties:
—\GF~Q~ = PG*. (1.145)

Given this equation, one can prove in another way that (1.124) is the solution
for the inhomogeneous equation of small disturbances which obeys the supple-
mentary conditions:
WPi6Ee = | P,GFI, Ae
= = A\GF Q™ Ae
0, (1.146)

where the last line follows from the fact that A is a physical observable.



30 CHAPTER 1. FIELD THEORIES IN DEWITT’S FORMULATION

1.11.6 Landau Green’s Functions

Given ¢ € @, the entire tangent space at ¢, Ty ®, is spanned by vectors of the
form G*%; D, with D of compact support. Eq. (1.146) shows that, in order to
get the subspace of Ty® obeying the supplementary conditions, only D which
are physical observables have to be considered.

Another possible choice to obtain the same result without imposing condi-
tions on D is to “modify” the Green’s function: the task is complete if one finds
an object BT such that

P(G*+ B*) =0.
( N ) (1.147)
151B==0
But, by using (1.145), the first equation reads
PB* = )\GT~Q". (1.148)
Using PQG = FG = —1 and (1.98), it is easy to see that
B* = —QG*\GT~Q~ (1.149)

is a solution which satisfies the second equation of the system, too. Therefore
one is led to define Landau Green’s functions GZ

G = G*+B*
G* — QGFAGT~Q~, (1.150)

or, with restored indices:

GHI —1Q,GFF N\ GF Q™. (1.151)

The Landau Green’s functions are defined only on shell and, when applied to a
physical observable, G* and G yield trivially the same results.

It is important to observe that GZ is no longer a negative inverse for F; in
fact

GEF = (GF —QG*AGT~Q™)F

—1 - QG*NGF~Q~F

= —-1- QgiAg:FNQN(pSH + P™nP)
—1 - QGENGT~Q~ PP
—1—QGENGT~F~nP

= —-1+QG*\P
= —1-QG*P. (1.152)
Call this operator II* = —GZ F; it can be easily seen that it is a projection

operator whose kernel is the subspace of T;,® that is tangent to the invariance
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flows Q,:
o2 — [
(14+QG*P)(1+QG*P)
14 2QG*P + QG*PQG*P
1+42QG*P + QGTFG*P
= 1+42QG*P—-QG*P
1+QG*P
I+, (1.153)

=Q = (1+QG*P)Q

= Q+QG*PQ
= Q+QG*F
= Q-Q
= 0, (1.154)
and, obviously

PII* = P(1+QG*P)

= P+PQGTP

= P+FG*P

= P-P

0. (1.155)

Finally, noticing that I* = —~GL F = -G£ S, = ~G*, 5, and recalling that
the restriction of a projection operator on its image is the identity operator, it
can be said that the Landau Green’s functions are the negative inverses of the

restriction on Ran(IT*) of the singular operator ;.5;.

1.12 Disturbances in Physical Observables

Let B be a physical observable; call 6= B the changes in value of B under the
disturbance (1.124) caused by the change in the action functional (1.95). Then

B = B 6%¢
+ij
= B;(G*7, A)e
= (-D*P(A;GT"), Be, (1.156)

in which eq. (1.7) and the reciprocity relations (1.137) have been used in ob-
taining the final expression. Parentheses have been inserted because it is not
guaranteed that if the summation-integration over i is performed before the
summation-integration over j the same result will be obtained. We shall assume
that the functions B ; do not increase in magnitude too rapidly for convergence
either in the past or in the future. In fact we shall assume that these functions
are well enough behaved that the parentheses may be removed. The following
are some sufficient (although not necessary) conditions for the parentheses to
be absent:
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1. With the retarded solution 6~ ¢, if (Ujsupp ; A) N (U;supp B ;) is compact
and there exist spacelike hypersurfaces ¥, ,X_ such that (U;supp B;) <
¥4 and (Ujsupp ; A) > X_. In this case 6~ B vanishes unless ¥ > X_.

2. With the advanced solution §* ¢, if (U;supp ;,A)N(Uisupp B ;) is compact
and there exist spacelike hypersurfaces ¥ ,X_ such that (U;supp ij) <
¥4 and (U;supp B,;) > X _. In this case §* B vanishes unless X > ¥_.

3. With either solution, if (U;supp ; A) and (U;supp B,;) are both compact.

Remark 1.3. When, as now, we are working with ¢ on shell, a question arises
regarding the meaning of the expressions supp ;A and suppB ;. When ¢ is on
shell the functional form of a physical observable is defined only modulo the
dynamical equations, and hence the expressions supp ; A and supp B,; would
seem to be ambiguous. The following clarification is necessary: every physical
observable has an expression in terms of the fields ¢’ the functional form of
which is independent of that of S. This is the form that is to be understood in
the expressions supp j,A and supp B ;. This form remains invariant under the
change (1.95) in the action. Only its value changes, because the values of the
dynamical variables themselves change.

1.12.1 The Reciprocity Relation for Physical Observables

It will be useful to introduce the notation
D3B=A,GT, B (1.157)
Equation (1.156) may then be written:

*B = DI B
= (4¢),G7Y; B, (1.158)

as may be seen by noting that A and e have the same type.

Colloquially, D B may be called the “retarded effect of A on B” and DXB
the “advanced effect of A on B”. It is a consequence of the reciprocity relations
(1.137) that

DZB = A,GY9,B
= (-1)*B,;G*7, A
= (-1)*BDFA. (1.159)
In words: The retarded effect of A on B equals (—1)AP times the advanced

effect of B on A (and vice versa). This is known as the reciprocity relation for
physical observables.

1.12.2 Off Shell Relations

So far we have used the distributions , P, , n®? only on shell. However, they, like
the ‘Q,, ;5., etc. have specific functlonal forms (as functionals of gb) and are
defined also off shell. Thus the operators ; F; and ,Fj5 and Green’s functions

G* and G**# are defined off shell as well. Off shell, eq. (1.98) no longer
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necessarily holds and the relations (1.142) (1.144) fail to be satisfied generically.
However, the operators; F; and ,F continue to be nonsingular and the Green’s
functions G*% and G**# continue to exist, at least in an open neighborhood of
the dynamical shell.

We need G and G*°# off shell because we need to be able to calculate
their functional derivatives, in order to discuss the invariance properties of DiB .
We begin by considering an arbitrary infinitesimal variation § F" in the operator
F. This variation may arise either by shifting the point ¢ in ®, or by varying
the functional forms of P, 7, or even the action S (the vector fields @, will be
left untouched). It leads to corresponding variations §G* in the advanced and
retarded Green’s functions.

The 0G* satisfy a differential equation that is obtained by varying eq.
(1.127):

S(FGE) = §(-1),
SFG*T + F6G*T = 0,
F6G*T = —§FG*. (1.160)

This equation has the following unique solution:
0G* = GHOFGT (1.161)

which is determined by the kinematical conditions (1.126) that the Green’s
functions satisfy. It will be noted that the intersection of the supports of the
two factors G* (with outer suppressed indices fixed) in the previous equation is
compact, so that the operator § F' in this equation may act in either direction.

Equation (1.161) is just the equation one would get if F were a finite square
matrix and G* were its negative inverse. There are important differences, how-
ever, between the present case and the case of finite matrices. First, F' has
many “inverses”, or Green’s functions, not just one. Second, most of its Green’s
functions do not satisfy variational equations having the structure (1.161). For
example, the average

G=3(GT+G) (1.162)
is a Green’s function of F"
FG = iF(GT+G7)
= LFG" +iFG~
- _1_1
272
-1, (1.163)
but it satisfies B
0G = %(G'F(SFGJr + G~ O0FG™), (1.164)
which is not equal to GSFG.
If a Green’s function does satisfy
0G =GoFG (1.165)

it will be called a coherent Green’s function. In many of the equations of this
work the operators F', F, 1.5;, 6F, etc. will appear sandwiched between factors,
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the intersections of the supports of which are not compact. These operators will
nevertheless be able to act in either direction because the Green’s functions in
these factors are all in the same coherence class and establish an over-all set of
boundary conditions that are preserved regardless of the direction of action.

Suppose ¢ is on shell and suppose the variation §F arises from variations
0P and dn in P and n: then

0F =0P~nP + P~énP + P~néP. (1.166)

Inserting this expression in (1.161) and making use of eqs. (1.144) and (1.145),
as well as
m=mnorn, (1.167)

one obtains
6G* = GF(P~nP + P~onP + P~néP)G*
= GTOP nPG* + GFP~(n 6An)PG* + GEP ™6 PG*
= —GTP"NAGTTQ™ — QGFA(n AA ) (=AGTYQ™) — QGF s PGH
= GHEOPYGTTQ™ + QGEINGTYQ™ + QGFoPGE. (1.168)

If the variation §F arises instead from a variation in ¢, then one is led to the
formula

0GHT = GV 5ot
= Gl 6F, GF™I
_ Giil lFm,k 5¢k Gimj
= (—1)kmki gl Vo GE™I sk, (1.169)
and then
G’:i]:cij = (—1)fmiki GEL R GEm (1.170)

Of course this formula is valid off shell. Going on shell one can proceed just as
in the derivation of eq.(1.168) and obtain:
G,ikij = (—1)km+ki Giil(hs’m +,P~, naﬁﬁpm),k GEmi
= (=1)kmtki Giil(l,s,mk
+ P, n*P 3Pk
=D P 0™ 5P
H(—1)Fmtke 1Poak P 5Pm) GEmi
= (—1)kmtki (gl LS GEmi
+'Qa G 5Py GF
(1R QL GRS A, G Q)
(—1)kmtke Gl P GF~aB BQNj]
= (=1)kmthi[gEl LS GEmi
+'Q, G**% 4P, GE™
F(—1)kmtkB iQ gEes A GF 9Q~j
H(—1)kmtke gRi P GTYP QY] (1.171)



1.12. DISTURBANCES IN PHYSICAL OBSERVABLES 35

It will be noted that summation-integrations can be performed in any order
in the previous equations because all the Green’s functions are in the same
coherence class.

1.12.3 Invariance Properties of DB

Expression (1.157) for DjB involves the Green’s functions G*, which depend
on specific choice for the operators P and 7. Since DjB represent the physical
effects of physical changes in the action they must be P- and 7- independent.
To verify this write the variation of (1.157), under changes in P and 7, in the
supercondensed notation:

§D3IB = A ;6G¥7 B. (1.172)

If ¢ is on shell, one can insert (1.168) into the right-hand side. The result is
immediately seen to vanish,

SDEB =0, (1.173)

because of the on shell invariance conditions
A,Q=0 QR~B=0 (1.174)

satisfied by A and B as physical observables.

For each on shell ¢ the values of the DiB are physical, i.e., P- and 7-
independent. However, as functionals of the ¢ (off shell as well as on) the
DjB turn out not to be physical observables unless both A and B are absolute
invariants. To see this introduce parameters £* of compact support in M, and
make use of the supercondensed notation. Then if one evaluates the following
quantity on shell, one obtains:

(DiB)ng = (A1 G* 1B)1Q§
= A, GT |B,Q¢+ A G:Fl Q¢ B+£7Q~ A, GT B
= A GT BiQ¢+ A GT 1S, QEGT | B+£7Q™ 1A GT B,

(1.175)
where egs. (1.171) and (1.174) have been used.
In order to evaluate ; B; Q¢ and £~ Q™ A, multiply
A, Q=S5 a B, Q=5,b (1.176)

by ¢ and functionally differentiate; the result is (on shell):

141 Q€= —1(§7Q7) 1A+ 15 a& 1B1 Q€ = —1(£7Q7) 1B + 15 b
(1.177)
Functionally differentiating twice S; Q¢ = 0 and then going on shell, one obtains
the third Ward identity:
First functional derivative:

131 Qf = —1(5NQN) 15 (1-178)

Second functional derivative:

192 Q€+ 151 (Q€); = —1(§7Q7) 151 —1(§7Q™)1 15 (1.179)
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Going on shell:

152 Q¢ = _151 (Q§)1 - 1(§NQN) 151- (1-180)

Hence, inserting eqgs. (1.177) (1.180) in (1.175), one obtains:

(DEBNQE = A} GT (—1(€7Q™) 1B +,5, )
+A; GT (=15 (Q€); —1(§7Q7) 18,)GT B
+(— Ay (Q€); +(£7a™) 15) GT 1B
= -4 G7T 1(£7Q) 1B+ 4 (_H:F) b¢
—Ay (F117) (Q€); GT 1B — A, GT 1(£7Q7) (-1I"7) , B
— A, (Q¢), GT |B+¢~a™ (-1IIFY) |B
= —A b —-£"a™ B, (1.181)

in which the properties of the projection operator II* and eq. (1.174) have been
exploited in obtaining the final expression.

This remarkably simple expression has two important properties. First, it
vanishes if A and B are absolute invariants, i.e., if a and b vanish. Second, it
is independent of the + signs, being the same for both retarded and advanced

disturbances.

Another result that is independent of the + signs is the following, which
shows explicitly that DfB is not invariant under changes in A and B of the

form (1.84); on shell:

+p +
DB - DiB

where

(A+d",8), G, (B+S,") - A,GTY, B
(A+a™8); GT ((B+ S5, b)—A G \B
Ay GT (S, b)

+(a™ 18); GT ((B)

+(a™ 18); GT 1(S; b)

A, GT S, b+ A, GT S b

+a .S, GF \B+a~, ,SGT B

+a™~ 1S, GT 1S, b

+a™~ 1S, GT S, b

+a™~, S GT S, b

+a™~1 S GT S, b

A, (—-IT) b

+a~ (-11*™) B

+a™ 1 S; (-1II7) b

—A;b—a” {B—a" 50, (1.182)

A=A+ad S  B=B+5,". (1.183)

Here a’ and *b are assumed to have the properties (e.g., rapid fall-off in the past
and future) that are necessary for the associative law of multiplication to hold.
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1.12.4 Peierls Bracket, Supercommutator Function

Let A and B be two physical observables. Their Peierls Bracket is defined to
be
(A,B)=D,B — (-1)"PD3A. (1.184)

Using the definition (1.157) and the reciprocity relation for physical observables
(1.159) one may re-express this bracket in the form

(A,B) = D,B- DJAKB
A, G ,B—A,G Y B
= A,i GY B, (1.185)
where o N N
GY =Gt -G v, (1.186)

In anticipation of its role in quantum theory G wll be called the supercommutator
function; it has the symmetry properties
G o= GgHt_qgTI
= (-)IGT -G

= —(-1)YGY, (1.187)
or, in supercondensed notation
G~ =-G. (1.188)

Unlike DfB the Peierls bracket, as a functional of ¢, is always a physical
observable no matter whether A and B are absolute invariants or conditional
invariants. This follows from (1.175), which yields

(4,B),Q¢ = (D3B),Q¢— (D}B),Q¢
= 0. (1.189)
Moreover, we also have, using (1.182)
(A,B) = D;B- DB
= (DyB—A;b—a~ B —a~ 5 )
—(DiB—-A,b—a~ |B—a"~ 5, b)
= D,B-DiB
= (4,B), (1.190)
where A, B are given by (1.183). Eq. (1.190) shows that it is immaterial whether
the dynamical equations are used before or after computing the Peierls bracket.
That is, use of Peierls bracket commutes with use of any on shell conditions or
restrictions.
If the dynamical system possesses no invariant flows, then the ¢ are them-
selves physical observables, and eq. (1.185) implies
(¢',¢7) = GV (1.191)

When invariant flows are present the Peierls bracket of the ¢ is not defined.
However, in computing the brackets of observables one may proceed as if it
were given by eq. (1.191).
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1.12.5 The Bracket Identities

Let A* and B® be any two families of physical observables, and let U(A) and
V(B) be two any functions of these families. Equation (1.185) has the immediate

corollary -
P Fl

5Aa (AC’,BB)WV(B). (1.192)

The following properties are called simple identities satisfied by the Peierls
Bracket; their proof is straightforward:

(U(A),V(B)) = U(A)

(A,B+0C) = (A,B)+(4,C) (1.193)
(A,BC) = (A,B)C+ (-1)BB(4,0) (1.194)
(A,B) = —(-1)*B(B,A) (1.195)

The Peierls Bracket also satisfies the Jacobi identity, which can be expressed in

the form:
€apy (A7, (AP, A%)) = 0. (1.196)



Chapter 2

Path Integral in QM and
QFT with no Invariance
Flows: a Naive Approach

2.1 Quantum Mechanics

We begin our discussion about path integral quantization deriving it from the
Schrédinger formulation of quantum mechanics.
As everybody knows, the Schrodinger equation is:

- .d

HIp(t)) = i [¥(1)) (2.1)
where H is the Hamiltonian operator, [1(t)) is the quantum state of the system
at time ¢, and A = 1 for notational convenience.

The Hamiltonian operator is
= p° + V(%) (2.2)
= — z .
2mp

where p, £ are momentum and position operators, respectively; they obey
[Z,p] = 4. Position and momentum eigenstates obey the following relations:

Z|z) = zlx), (2.3)
(x|zy = 6(z,2’), (2.4)
1 = /Rdx |) (x|, (2.5)
plp) = plp), (2.6)
plp) = da(p.p), (2.7)
1 = | dp |p)pl, (2.8)
R
1 ipT
(zlp) = woraal (2.9)

where d(,-) is the Dirac delta distribution.
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We shall take the potential V (z) of the form

Vi) =" 9§ Vi(x), (2.10)

|z — 2]

where ¢g; € R and Vi (z) has the following properties:

e it is continuous except at most at some surfaces, on which it is finitely
discontinuous;

e it is bounded from below;
e at infinity, it grows at most like a polynomial.

Under these assumptions, it can be shown that H is symmetric and essentially
self-adjoint on the domain Do (H)?

Do() = { fla) € CRIIf(2) € CAR). (5120 + V(@) ) € PR}

(2.12)
Hence, it admits only one self-adjoint extension, H . We shall always extend H
from its original domain Dy(H) to D(HT) and we shall set

D(H)=D(HY), H=H' (2.13)

Therefore, by this extension H is self-adjoint; this property is crucial for the
following statements.

It is well known that every such Hamiltonian operator H can be associated
with a time-evolution operator ﬁ(t, to), with the following properties:

A) it is unitary: Ut (¢, t0)U (¢, t0) = U(t, to)UT (¢, t0) = 1,

B) it obeys the composition rule: U(¢, 1)U (t1, o) = U(t, to),

(
B)
(C) it reduces to the identity operator for t = to: U(to, to) = 1,
(D)

it provides the time evolution for the solutions of Schrodinger equation:

[6(t)) = Ut to) 1 (to))

for every ¢t > t1 > to and initial state |¢(t)).
Whenever the Hamiltonian operator is time-independent, the associated time-
evolution operator has the form:

Ult, to) = e~ (t=t0) (2.14)

Now, let us recall Heisenberg’s picture: physical states do not evolve, while
(time-indipendent) observables and their eigenstates evolve according to:

At) = Ut to)Ato)U(t, to) (2.15)
la,t) = Ut to)|a, to) (2.16)

1For the sake of clarity, the operator appearing in (2.12) is not H, but its representative
in the position auto-kets basis {|z)}:

(-5 05+ V(@)S (@) = (al ). (211)
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That being said, we can project the equation (D) on a position eigenstate and
use (2.5):

(z|U (¢, to) [ (to))
(a1 / dx' |2 to){a’ o1 (o))
R

(z[p(t)) = ¥(t, )

= / dx'(z, t|2’ o)1) (to, x) (2.17)
R

Our next step is the evaluation of (z,¢|a’, o), that will be called kernel of the
Schrédinger equation.

It is important to recall Trotter’s product formula:

Theorem 2.1. If T,V are self-adjoint operators, and their sum T +V is also
self-adjoint, the following holds:

o PN . —i(t—tg)T —i(t—tg)V
T tIHY) = fim (e v e v )N (2.18)
N—~+oc0
—i(t—tg)T —i(t—tg)V , . 51 a0, .
Hence, first we evaluate (zle™ ~ e ~ [|2/), with T' = 5-p; by using

(2.8) and (2.9), we obtain

—i(t—tg)T  —i(t—tg)V

(@le™ ™ " e ™ )

/ dp/ <.’L‘|e_iT6t Ip/> <p/‘6_i‘76t‘x/>
R

/dp/ e%p’26t<x|p/>e—ﬂ/(z’)6t<p/|m/>
R

67iV(:c')6t

—i /2 -7 ’
= —— | dpf emP Ot (==
2T R

efiV(z')ét 2T, m(a—a’)?
= e 275t
27 V. idt
crm g (x—a’)? ’
0t (S5 V(e )]“/72;::& (2.19)
t—to

where 0t = “® has been defined and, on the fourth line, the following Gaussian

integral has been used:
’ / 2
- dp e~ Tt = ,/ge%a (2.20)

with a = 2 b= i(z — 2').
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Thus, using N — 1 times (2.5) and Trotter’s formula, we obtain:

(z,t|z' to)
_ <x|efiﬁ(t7to)‘x/>
Siltot) T it tg)
Sl e P v

_ lim d.’L‘ dl‘ Ai—f u;t[m (T]+1 @ i)? V()]
N—+o00 N-L- 1 227T5t

= lim da:N 1. /dah .

N—+o00
m N/2 . e m(T;4+1 )2
* <2i7r6t) exp |idt | 3 5¥—V(xj) . (2:21)
7=0
where zy = z, 29 = 2/, 6t = 2. Now, we define ¢y = to + két, for k =

1,..N—1,and tg =t/ , ty =t.
Then, let us consider the following polygonal chain, with vertices {xk}ivzoz

Cy(t) = ap +t <M> i £, <t < tpa (2.22)
let1 — th

Therefore we have

d - Thtt — Th Tht1 — Tk .
—I I'n(t) = —_— = — ftr<t<t
Sow() = () = § (TEIE) (B gy crcn

(2.23)
Hence the argument in the exponential (2.21) can be written as a “discrete
action”:

tN m - N—-1
Sn[Cn] = /t 0 dt lQ In(t)? = V(In (1)) ];) 5(t,tk)] (2.24)

When N approaches infinity, I'y(¢) tends to a continuous curve (t) with end-
points z’, x, and the discrete action Sy tends to the classic action:

ﬂﬂE/NﬁLh@ﬂ@% (2.25)

to

where L =T — V is the Langrange function of the system.
On reverting to (2.21), when the limit N — oo is taken, integrating on the
midpoint variables x1,...xy_; means taking the sum on all continuous paths?

2 Altough our “derivation” of the path integral applies to paths obtained as limits of polyg-
onal chains, i.e., continuous paths, Feynman’s formulation involves all paths, both the contin-
uous and the discontinuous ones.
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with endpoints z’, . Therefore, with the formal definition of the path measure:

t,x m N/2
Dy = i drn_1 .. dr, ( — 2.26
v Niﬁlmé TN-1 /73 1 (22’77& ) ( )

to,x’

(2.21) reads:
t,x )
(x, |2 tg) = Dy ] (2.27)

to ,I/

where the limits of integration denote that the sum is taken on the paths ()
such that v(tg) = a’, v(¢t) = x. This result is extremely significant, and can
be generalized; let us consider the matrix element of the position operator Z at
time ¢ such that tqg <t; <t

(s ti () to) = / / dys dyy (@, tly, £1) (g2, 0|2 (6) g 1)y, b 1)
RIR

//dyz dyr (@, tly2, t1)y18(y1, y2) (Y1, ta]a’, t1)
RJIR

[ v twtly gty 1)
R

t,x t1,y . .
/dy/ Dry, Dy, eSheleisinly
R t1,y

t,x

to,x’

= [ Dy Sy, (2.28)

to,x’

where (2.3), (2.5), (2.16), (2.27) have been used and the further (reasonable)
assumption has been made:

since 71, 72 are paths such that v (t1) = 72(t1) =y, 11(to) = 2, 72(t) = =,
their union is a path v such that y(tg) = 2/, v(¢t) = =, v(t1) = y and the
following holds:

t,x t1,y t,x
[av[ D[ "Dv= [ Do, (2.29)
R t

1Y to,x’ to,x’
while it is obvious that

Sk = Sn]+ Skl (2.30)
Now, let us consider the following expression:

t,a

Dy e Dly(t1)v(t2), (2.31)

t(),l'/

with tg < tq,ts < t;
if t1 <tg, (2.29) implies

t,x t,x ta,z t1,y
D’y:/ dz/ dy/ D3 D'yg/ D. (2.32)
to,x’ R R ta,z t1,y to,x’



44 CHAPTER 2. QUANTIZATION: A NAIVE APPROACH

Hence, we obtain

t,x
Dy S0y (ti)n(t2) =
to,x’
t,x t2,z t1,y . i X
= /dz/ dy/ D3 Dy, Dy, eiSnleiShalgiShly,
R tz, t1,y to,l"
t,x ) ta,z ) t1,y )
= / dz/ Drys 615[73],2/ dy Dy, eShel Dy, eShily
ta,z R t1,y to,x’

/Rdz(x,t|§c(t2)|z,t2><z,t2\§:(t1)\x’,t0)
= (x,t|2(t2)2(t1)|2", to). (2.33)

On the other hand, if ¢35 < ¢1, the same reasoning leads to:

t,x

Dy ey (t)y(ta) = (x, t@(t1)2(t2) |2, to). (2.34)

tg,:E’
Thus the following holds, for every to < t1,ts < t:

t,x

Dy S0y (1) y(ts) = (a, t|T (&(t1)a(t2))]2’, to), (2.35)

to,x’

where 7 is the time-ordering operator.
The previous equation can be further generalized; the result is:

t,x ) l l
Dy SO ] A(tk) = (@, T (H ) |2/ o). (2.36)

to,z’ k=1 _

The next step is to derive another expression for the lhs of (2.36); to accomplish
this, we shall follow Srednicki’s approach [30] a “source term” is added to the
kernel:

t,x t
(z,tl2’, to)[f] = Dy exp [iSM +i/ f(t)v(t)} : (2.37)
to,z’ to
In fact, it is straightforward to verify that
J o 5]
—i——(z, t|2, ¢ f’ = Dy ey(ty), 2.38
srye ] = [ (t1) (2:33)
and, more generally
L R B mm' [ Dy SO, (@239)
57 s f(ey) ] T o

Therefore, (2.36) now reads

5 5
0f(t) " 6f(t)

l
(—i)! (x,tx’,t0>[f]‘ - (x,t|T (H i(t@) ' to).  (2.40)
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In sight of the quantum field theory, the further step is to use energy auto-kets
insted of position auto-kets; to accomplish this, we observe that, given € > 0, if
we replace H with H (1 — ie):

. ’ _ : 71Ht to)
tog@w Ix ,t0> - togrzlooe ‘x t>
= 10, —00), (2.41)
lim (z,t| = lim (z, tdeﬂﬁ(t*t“)
t—+00 t 400
= (0, +ocl, (2.42)

under the assumption that the spectrum of H is bounded from below, the lower
bound being 0.

Hence, taking the limits ¢ — 400, tg — —oo with ¢ > 0 in the above
formulas, then letting ¢ — 0, we obtain

)
O W<O,+oo|0,_oo>[f]‘

(0, 400|T <ﬁ ) |0, —o0),

f=0 k=1
(2.43)

where
+00,H=0 +oo
(0, 4+00[0, —c0)[f] E/_ e Dy exp {iS[ﬂ —l—i/_ dt f(t)'y(t)} . (2.44)

It should be stressed that our choice for the “regularization scheme” is equivalent
to imposing the ground state as both initial and final state.3

2.2 Quantum Field Theory

The same reasoning can be used in any bosonic quantum field theory described
by an action principle whenever no invariance flow is present; the dictionary we
need is:

x(t) — ot x), (2.45)
() = ot,x), (2.46)
@) = Jt,x). (2.47)
Hence the following holds:
1
(fi)l% 6J(9c1)<0 +00[0, —o0)[J] » (0, +o00| T <Hqg(xk)> |0, —oc0)
= k=1

where

(0, +00]0, —00)[J] = / T b e [iS[qﬂ vi /R 4 d4xJ(x)¢(x)] (2.49)

—o0,H=0

3Rigorous results concerning functional integration and path integral can be found in the
following textbooks: B. Simon [29], J. Glimm, A. Jaffe [18], P. Cartier, C. DeWitt-Morette

[5].



46

CHAPTER 2. QUANTIZATION: A NAIVE APPROACH



Chapter 3

Path Integral in QM and
QFT with no Invariance
Flows: a Less Naive
Approach

3.1 Problems with heuristic quantization rules

Given a classical field theory, how does one pass from the classical theory to
the quantum theory? Traditionally, one attempts to answer the first question
by starting from a classical (or superclassical) dynamical system and obtaining
from it a corresponding quantum system. Each real dynamical variable ¢ is
replaced by a self-adjoint linear operator QAS of the same type (c-type or a-type),
and these operators are assumed to satisfy differential equations similar, if not
identical, in form to the dynamical equations of the classical theory. The only
differences are: (i) a particular choice of factor ordering may have to be made,
(ii) renormalization constants may have to be inserted, and (iii) in order to
maintain consistency one may have to add extra terms that do not appear in
the (super)classical theory.

In the same way, a functional R[¢] on ® is replaced by an operator R= R[g?)]
The super Hilbert or Fock space on which the operators act is not given a priori
but is constructed in such a way as to yield a representation of the operator
superalgebra satisfied by the é This superalgebra is always determined in some
way by the heuristic quantization rule

(¢7,¢") = (¢, 9") = —il¢?,¢"] (h=1), (3.1)

which tries to identify, up to a factor i, each Peierls bracket with a supercommu-
tator. When the (super)classical action S possesses invariant flows, the variables

QASZ', and hence the supercommutator (3.1), are defined only modulo invariance
transformations. If there are no invariant flows one may in principle write

(7,87 = iC", (3.2)
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but there is a difficulty. When the dynamical equations are nonlinear the quan-

tum supercommutator function éi{ is not just the identity operator times the
classical G but depends on the ¢'. It is usually difficult if not impossible

to give a simple factor-ordering prescription for passing from G to G%. The
difficulty is even greater with the more general quantization rule

[A, B] =i(A, B) £ iA, G v B, (3.3)

which is applicable in principle to all physical observables (i.e., flow invari-
ants). Even though simple factor-ordering prescriptions may exist for defining
A and B there will often be no simple prescription for passing from the classical
A, G . ;B to its quantum analog.

A posmble way out of these difficulties will be discussed in the following.

3.2 Transition Amplitudes

In classical physics the dynamical equations are of central importance because
their solutions correspond directly to reality. In quantum physics the situation
is different. Solutions of the dynamical equations represent the system only in
a generic sense. Correspondence to reality can be set up only when the state
vector has been specified.

Instead of making direct use of the operator dynamical equations one can
express the dynamical content of the quantum theory in another form, which
brings the state vector into the picture and which is often more useful in ap-
plications. Let A B be any two physical observables of a given system which
satisfy R R

supp A ; > supp B ;. (3.4)

That is, A is constructed out of qAﬁ taken from a region of space-time that lies to
the future of the region from which the ¢ making up B are taken. Let |a) and |b)
be normalized physical eigenvectors of A and B respectively, corresponding to
physical eigenvalues a and b. The inner product (a|b) is often called a transition
amplitude. If the state vector of the system is |b), then (a|b) is the probability
amplitude for the system to be found in the state represented by |a), i.e., for the
value a to be obtained when A is measured. The probability itself is |<a|b)|2

3.3 The Schwinger Variational Principle

Suppose the action functional of the classical theory suffers an infinitesimal
change 05; the quantum theory will change accordingly, and we shall postulate
that the associated change 65 in the quantum action S is self- adjoint. This
produces a change in the quantum dynamical equations and hence a change
in their solutions ¢’ Suppose the forms of A and B as functional of the ¢’
remain unchanged. As operators, A and B will nevertheless be changed because
the éz have changed. Denote these changes by §A and 6B respectively. The
eigenvectors |a) and |b) too will suffer changes d|a) and d|b). The precise nature
of these changes will depend on boundary conditions.
Suppose 69 satisfies the condition

supp A; > 65, > supp B,. (3.5)
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That is, suppose 85 is constructed out of gZAJ’s taken from a region of space-
time that lies to the past of the region associated with A and to the future
of the region associated with B. Suppose furthermore that retarded boundary
conditions are adopted. Then at times to the past of the region associated with
65 the dynamical variables ¢¢ will remain unchanged. This means that

6B =0. (3.6)

The observable A, on the other hand, suffers a change which, with DeWitt’s
notation, can be written as

6A =D, A (3.7)

In view of the kinematical relation (3.5) one has also:
D85 =0, (3.8)

and hence . . . o
6A=D- A~ D65 = (55,A). (3.9)

Therefore, imposing the heuristic quantization rule, one finds
6A = —i[6S, A]. (3.10)

Since the relation between Peierls brackets and supercommutators is only heuris-
tic, the derivation of eq. (3.10) is hardly rigorous. Indeed, if an arbitrary
operator ordering is chosen for the dynamical equations, eq. (3.10) need not
hold. However, there is an inevitability and elegance about this equation which
suggests that one turn the problem around and demand that the dynamics be
such that it does hold, whatever operator ordering may be chosen for 65 as a
functional of the ¢’s. Note that if it holds for A = ¢J, with j > 65“ (3.10)
reads

¥ +0¢ = ¢ —ildS, ]
—i6S¢) +id?6S
a ¢, (3.11)

with
a=1+ 155 (3.12)

hence (3.11) is a unitary transformation, and (3.10) holds for all A satisfying
the kinematical inequality (3.5):

A+6A = Ao+
Ala~
= uflAH

= A—i[6S, A]. (3.13)

-> @v
s 28

In this work the previous equations will be postulated as rigorous statements of
quantum dynamics; moreover, we shall try to costrain the structure 89 so that
corresponding to each classical theory (i.e., to each action functional S) there
is a virtually unique quantum theory or at most a unique family of quantum
theories.
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Modulo an ignorable phase change i660|a), with 66 real c-number, the change
(3.10) induces a change in the eigenvector |a) given by

|a) + dla) = 4~ *|a), (3.14)

as is straightforward to verify:

(A+ 64y (@ a)) = (a7 A[dla)(a " |a))
= @ ' Ald)la)
= a(aa)). (3.15)
Eq. (3.14) is equivalent to
Sla) = —idS|a). (3.16)

Equation (3.6), on the other hand, implies:
olby =0 (3.17)
modulo a similar ignorable phase change. Hence

6lalb) = (6{al)|b) + {al(6]b))
= i(a|0S|b) (3.18)

Equation (3.18) is known as the Schwinger Variational Principle. Although the
Schwinger variational principle was “derived” through imposition of retarded
boundary conditions, it is in fact independent of boundary conditions. For
example, if advanced boundary conditions are imposed and use is made of the
reciprocity relation (1.159), then egs. (3.10) and (3.6) get replaced by

6A =0, (3.19)
I
0B =D}.B=D368— D, .B=(B,65) =—i[B,5S],  (3.20)
which imply
Slay =0,  &[b) = i6S|b) (3.21)

again leading to (3.18).
Whether one imposes retarded or advanced boundary conditions, or some-
thing in between, the following statements are always true:

1. The unperturbed dynamical equations continue to hold in the regions to
the past and to the future of supp 4.5;.

2. The qur 5(,5 in these regions are related to the unperturbed qg by unitary
transformations.

Remark 3.1. Being the variation (3.18) a unitary transformation the Schwinger
principle is guaranteed to preserve both the probability interpretation of the
quantum theory and the unit normalization of total probability.

Remark 3.2. The particular choice of physical observables A and B in the state-
ment of the Schwinger principle is irrelevant. Only the condition (3.5) is im-
portant. Since the eigenvalues of more than one observable usually have to be
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specified in order to determine a quantum state uniquely, it will be convenient
from now on to replace (3.18) by the more general statement

{out|in) = i(out|6S|in), (3.22)

where |in) and |out) are state supervectors determined by some unspecified
conditions on the dynamics in regions respectively to the past and to the future
of the region in which one may wish to vary the action.

3.4 External Sources and Chronological Prod-
ucts

When the action possesses no invariant flows, a particularly convenient way
to vary S is to append to it a term of the form Jidgi, where the J; are pure
supernumber-valued functions over space-time, c-type and real when gZA)’ is c-type,
a-type and imaginary when (;Aﬁ’ is a-type. The J; are called external sources.

Let the external sources suffer variations d.J;, whose supports are confined
to the space-time region lying, in time, between the regions associated with the
state supervectors |in) and |out). Then the transition amplitude (out|in) suffers
the change

§(outin) = i{out|d.J;¢|in), (3.23)
which implies

FJj<out|in> = (=1)T (out|¢’ |in), (3.24)

where F' is the fermionic number of |out), i.e., F' is 0 or 1 according as |out) is
c-type or a-type. Let |¢) be a complete set of normalized physical eigenvectors
of (;Abj, corresponding to the eigenvalues ¢’. Such eigenvectors exist since, when
no invariant flows are present, the (ﬁj are physical observables. The previous
equation may then be rewritten in the form

ifjj<°‘1t|in> = (=1)"" )" (out|g)¢’ (¢|in), (3.25)

where the summation is over all the |¢). Now let d.J; be a second variation in
the sources, and suppose supp §.J; > j. Then the factor (¢|in) in (3.25) remains
unchanged, and

aif]j@utm = (=1)") "(6(out|¢))¢’ (¢|in)
= (=17 ((out|6Jed* ()¢’ (¢lin)
= (1T (out|6J, "¢ in). (3.26)

Therefore

3

i6.J; 6.

(out|in) = (—=1)0FDF (out|¢' ¢ |in). (3.27)
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If, on the other hand, supp §J; < j, then

5ifjj<oumn> = (=1)'"> (out|)¢’ (3(¢lin))
= (=17 (out|g)¢’ ((¢]6.Jxd"[in))
= i(=1)7F (out|¢’6J,¢"|in))
= i(=1)F (out|¢’ §.J,¢" |in)), (3.28)

and

5

_— in) = (—1)@+)F+ij 7 2ils
w7, ., ot = (=) (out] @’ ¢'|in). (3.20)

Continuing in this manner one obtains, quite generally,

3

AT

(outfin) = (—1)FF=)F (out|T (% .4 ) [in) (3.30)

where T is the chronological ordering operator, which rearranges the factors
q@il...qgin so that the times associated with the indices appear in chronological
sequence, increasing from right to left, and which inserts an additional factor
—1 for each interchange of a pair of a-type indices that occurs in the carrying
out of this rearrangement.

In the above derivation of (3.30) the times associated with the indices were
assumed to be in a well defined chronological order. However, we shall ultimately
need to give meaning to the chronological product T((ﬁzl(fﬁ,) for arbitrary
relative orientations of the space-time points associated with the indices. When
the points associated with an index pair 7, j are separated by a spacelike interval
there is no ambiguity in the chronological product because the supercommutator

function G then vanishes. Problems arise in the limit when two points coincide:
it will be seen later that these problems are all resolved by requiring the 7-
operation to commute with both differentiation and integration with respect
to space-time coordinates: this requirement is equivalent to first imposing the
linearity condition

T((ad’ + B¢k ..) = aT(ad'$*e'...) + BT (¢ ¢F'...) (3.31)

for all o, 8 € A, and then requiring the T-operation to commute with certain
operations involving passage to a limit.

Remark 3.3. The above requirements have the consequence that an expression
like <0ut|7'(371-(,z3i¢3j )|in) does not generally vanish despite the fact that S ; is zero
when the operators that compose it are ordered appropriately for the operator
dynamical equations.

Now let A[¢] be any functional of the classical ¢ for which supp A; lies
between the “in” and “out” regions, and which possesses a functional Taylor
expansion about ¢ = 0 with a nonzero radius of convergence:

Alg] = A0] + A, [0]¢ + %A2[0]¢¢+ (3.32)
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It then follows from eq. (3.30) and the requirements illustrated by eq. (3.31)
that

(out| T(A[d])[in) = (~1)AF A EJ] (outfin) (3.33)

§ 1, .3 3

wr Talsnr T

= A[0] + A,[0] (3.34)

The previous equations provide a way of associating an operator, i.e., T(A[d;]),
with each classical functional A[¢p] having appropriate properties. If A[¢] has
only a finite radius of convergence, then, strictly speaking, T(A[qg]) is not de-
fined by eqgs. (3.33) and (3.34), but it can often be given a meaning, for given
“in” and “out” states, by analytic continuation. One can also frequently give
T(A[¢]) a meaning, even when A[¢)] is singular at ¢ = 0, by expanding about a
different point and continuing analytically. Equation (3.33) finds a wide variety

of applications in quantum field theory.

3.5 The Operator Dynamical Equations and the
Measure Functional

The association established by eq. (3.33), between a classical functional and a
quantum operator, suggests that when A[¢] is a classical observable the operator
T(A[g%]) might be taken as its quantum counterpart. This suggestion is often
valid when T(A[g?)]) is self-adjoint. However, the chronological product is not
self-adjoint in general, even when A[¢] is real because the operation of taking
the adjoint reverses the order of all factors, placing them in antichronological
order.

In order for T(A[¢]) to be self-adjoint A[¢] must usually be local, i.e., built
out of ¢’s and their derivatives all taken at the same space-time point. But

this is not sufficient to guarantee the self-adjointness of T(A[¢]). For example,
T (S ;[¢]) is not generally self-adjoint (or anti-self-adjoint if the index i is a-type
rather than c-type). Hence the operator dynamical equations of the quantum

theory should not be taken in the form 7 (S ;[¢]) = 0 or, when external sources

are present, in the form 7(S;[¢]) = —J;. What we shall assume instead is the
validity of the following

Postulate 1. There exists a functional p|g], determined by the classical action
S[¢], such that the operator dynamical equations take the form

&
T <{S[</3] - ilogu[é]}w> = —Jk. (3.35)

The functional p[¢] is known as the measure functional. At the simplest
level it may be thought of as correcting for the lack of self-adjointness or anti-
self-adjointness of T(Sl[qg]) But it plays a far deeper role than this: once it is
chosen the quantum theory is completely determined up to a finite-parameter
family. Establishment of a correspondence between each classical theory and a

unique quantum theory (or family of quantum theories) is therefore achieved by
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making u[¢] depend in a definite way on S[¢|. How this dependence is itself to
be chosen is a major question, which has to be approached in steps, but there
is an easy argument that leads quickly to at least an approximate answer.

In the quantum theory, as in the classical theory, it is often convenient to
separate the dynamical variables ¢ into a background ¢}, and a remainder ¢ .
If the background ¢y is classical, i.e., it is a pure supernumber-valued function
times the identity operator, then the <ZA)11 satisfy the same supercommutation
relations as the q@l

(3], $k] = iG*. (3.36)

In terms of the ngSll the operator dynamical equations take the form
. 1 o R
Siléo] + S.k[do] ) + 5 S mdolér0) + O(h*) + O(6}) = —J; (3.37)

The terms of order 0 and 1 in ¢; on the left-hand side are unambiguous. Terms
of higher order are not unambiguous since we do not yet know the complete
factor-oredering rules. The coefficients of the higher order terms will generally
not be just the classical coefficients S ;jx.... However, they will differ from the

classical coefficients by terms of order A2, which arise when the qAbl ’s are ordered
as in (3.37) and which will be dropped in the present approximate analysis.

Taking the supercommutator of (3.37) with gf){, remembering that the sou-
rces J; are supernumber-valued, and moving the index i to the left, one finds

S.xloolldh, 4]+ 3 S mlbol B8, )+ = 0,
iS,ik[¢(J]ékj - (_1)j(k+l)%s,ikl[¢0] (&, 38 + ... =0,
i xlgo] M9 — (~1)I040 2[00 (10], 84104

(=118 (94, 61]) + .. =0,
i 4l60]GH — (~1J0 28 o] (1678 + (-1 G ) + .. =0,
Sxldol G — (~1P0HD 28 o] (18 + (-1 LEF) + . =0,
S RlGolGM — (C1P 28 0GB

) o1 ) A
—(—1Y DR S o0l G . =0,

2. 1 2 A 1 Ny A
i,S,k[¢0]GkJ + (_1)Jk§i,S,kl [$o]GY oY + §i,s,kl [po] i GM + ... =0.
(3.38)

The quantum supercommutator function, like the classical supercommutator
function, can be expressed as the difference between an advanced Green’s func-
tion and a retarded Green’s function, both now operator-valued:

Gl = G — G, (3.39)
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where

i Sk[é]éikj = _Z_(Sj’

7‘7 ’

N 1 N
iSk (o] GTH + (_1)]k§i,5,kl [po] GFY ¢ +

S jaldo) LG 4 = 6. (3.40)

?

5

The previous equation, as is straightforward to verify, can be solved by iteration,
yielding:

GHI = GHI[gg] + %(*1)jkGiim[¢0] St G0l +

+5GE G0 1 810 B go] 4.
= G [gg] + G [do]df + ... . (3.41)

Again it is not possible to specify the forms of the higher terms in the expansion.
The coefficients of these terms will generally not be just functional derivatives
Gﬁ?__[d)o] of the classical Green’s functions.

Introduce now the space-time generalization of the step function:

1 if 29> 20
0(i,j ) =q 5 if a2 =27 (3.42)
0 if 2% <2
where z is a global timelike coordinate and the submanifolds 2z = constant

are complete spacelike Cauchy hypersurfaces. If the points z and z’ are not in
the immediate vicinity of one another, then

§Y — TG = [0(.5)+0(" )] ¢'¢ —0(i,j)p' ¢ +

iGHI (3.43)
We shall assume that this equation in fact holds for all x, x’, at least up to the

order needed in our analysis of the expanded dynamical equations. Equation
(3.37) may then be written in the form

—J

Salbo] + Saxlonldh + 58 yuloo] [T(@6) +i69] + .

= T(Salel + 515 [PIGFH[] + .., (3.44)

where the dots in the second line stands not only for the unwritten terms in the
first line but also for the error in replacing S, [¢o]GT by T(S ;. [#|GHH[9).
The previous expression can be simplified by recalling that 5, is a negative
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inverse of G*; therefore:
S Gtk = 7S,jk G+kj7i + (S,jk G+kj),i
= =S G+kj,i +(=6.)
_ 7S,jk G+kj7i
= *(*1)jj,5,k GHCj,z'
= log|sdetG™]) ;. (3.45)

sigk

Thus

~Ji = T(S 8] + 5illog sdetG ) + .. (3.46)

Comparison of eqgs. (3.35) and (3.46) yields

(@] ~ const - [sdetG[¢]| 7. (3.47)

3.6 Functional Fourier Analysis. The Feynman
Functional Integral

The transition amplitude (out|in) is a functional of the external sources. Let us
try to express it as a functional Fourier integral:

<wmm=/xwwmw=/€“mwwL (3.48)
[do] = ] ] do*. (3.49)

Here the ¢' are supernumber-valued variables of integration, and the product
in eq. (3.49) is a continuous infinite one. Both it and the integral itself are thus
formal expressions. Integration over the c-number variables is to be understood
as patterned on ordinary integration. Integration over the a-number variables is
to be understood as an infinite limit of a multiple Berezin integral (see Appendix
A). The integral is to be understood as taken over a certain subspace of the
space of field histories ®, whose properties will be indicated below. Assuming
the validity of integrating by parts, and making use of egs. (3.33) and (3.35),
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one may write

(_

[ X6z volas) =

F
- - [x( eiwwndaﬂ

= - [xe 5‘;k 44
= - / Xe? J,[d)]

= - / X Jpe'?[dg)]

= —(—l)kXJk/XeiJ¢[d¢]
= —(—1)kXJk/Xe“¢[d¢]

= —(=1)**J(out|in)

(—1)]“(X+F) (out| — Jg|in)

. .
= (~D)* D out|T <{S[¢] —ilogu[aﬁ]}wk) i)

— (—DM(S, [?/m} ! [?/W} bk [?/iaJ}}<out|in>
= (S [D i) it [ fid) i [B iad]) / €70 X [6][dg)]

%

= (- /{S[¢] —i(log u[¢])}$e”¢X[¢] [dg]. (3.50)

Because of the uniqueness of Fourier integral representations the integrands in
the first and last lines must be equal:

% %
X9l i5gr = ({516l — illog ule])} 577 X o). (3.51)
One possible solution of this equation is
X[¢] = Ne*¥lulg), (3:52)
where N is a constant of integration. This leads to
foutfin) = N [ €199 (o] o). (3.53)

3.7 The Schwinger Variational Principle Revis-
ited

Expression (3.53), when combined with eq. (3.33), yields immediately a func-
tional integral expression for the “in-out” matrix elements of chronological prod-
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ucts:
(out| T(A[g])|in) = (~1)*F+M N / A[g)e’ ST g) [dg). (3.54)

The previous equation can be used to obtain a partial check on the consis-
tency of the Feynman integral with the Schwinger variational principle which
was used to derive it in the first place. Under a variation 6.5 in the functional
form of the action, such that supp 65 lies in the “in between” region, egs.
(3.53) and (3.54) yield

sloutlin) = N / (i0S[o1e S+ ufg] + (S0 511 (4] [dg)
- N / (i6S[gle™ S0 ufg] + &SI [ )5 10g 4] ) [de]

— i [ (8516) - idlogulel) €S g
= i(out|T(6S[¢] — 6 log u[¢])|in). (3.55)

But from (3.47) one has

Slogulg) = p~toloule]
~ |sdetG+[¢]|%5|SdetG+[¢H_%

—  [sdetGH g} (—;) IsdetG @]~ F 6|sdet G (4|
— et [l (3 ) et 0] sdetG ol en( G 618,54 )
= str(G[616,5, 6] (3.56)

Hence

5(out|in) = i{out| T(55[4] + %m(cﬁ 1315, [8]) + ...)[in). (3.57)

By the same kind of rearrangement as was used in obtaining eq. (3.46) one

easily sees that the chronological product is, at least approximately, just §.5[¢]
in its self-adjoint operator form.

3.8 Expressions involving S ;

Let A[¢] be an arbitrary functional of ¢ such that the support of A ; lies between
the “in” and “out” regions. Since the functional integral respects the procedure
of integration by parts, the following identity holds:

%
0 = ()N flag] (Afelulole S o

= (out|T(A[d] + Ald](log 1) 4[d] + iAIGIS 4[] ). (3.58)
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Since the “in” and “out” state supervectors may be chosen arbitrarily this is in
fact a statement about chronological products of operators involving S; when
the sources vanish:

&

T ((S[és] —ilogu[&])%A[&]) —i(=D)AT (ARld]). (3.59)

This expression does not generally vanish despite eq. (3.35).
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Chapter 4

Path Integral in QFT with
Invariance Flows

4.1 Structure of the Space of Field Histories

The task of extending the previous treatment to gauge theories, i.e., field theories
whose action functional features invariance flows, requires a basic understanding
of the properties of the space ® of field histories, its structure and its geometry.
We shall only focus on Type-I theories in which the coefficients ¢ 3+ are structure
constants of an infinite dimensional Lie group, the gauge group, which we shall
denote by G. As already stated, ® may be viewed as a principal bundle having
G as its typical fibre. Real physics takes place in the base space of this bundle,
i.e., the space of orbits (or fibres), denoted by ®/G.

Since G is a group manifold it admits an invariant Riemannian or pseudo-
Riemannian metric. This metric can be extended in an infinity of ways to a
group (or flow) invariant metric on ®. But it turns out that if one requires
the extended metric to be ultralocal (a requirement that greatly simplifies the
analysis of any formalism in which it is used) then, up to a scale factor, it is
unique in the case of the Yang-Mills field and belongs to a one-parameter family
in the case of gravity, these being the two primary gauge systems of interest.

Let us denote this metric tensor by v and its components in the chart spec-
ified by the dynamical variables ¢! by /7j- Let z and 2’ be the space-time
points specified by the indices ¢ and j. Ultralocality of « is the condition that
;7; be equal to the undifferentiated delta distributon d(x,x’) times a coefficient
that involves no space-time derivatives of fields. Group invariance of v is the
statement

Lo.7 =0. (4.1)

The Q. are Killing vectors for the metric 7 and vertical vector fields for the
principal bundle ®. In the following, we shall rely on the following convention:
in gauge theories the indices from the first part of the Greek alphabet are always
c-type. Therefore they need never appear in exponents of (—1). Indices of type
a from the middle of the Latin alphabet refer to fermion fields that may be
coupled to the basic gauge fields.

Choice of an invariant metric on ® immediately singles out a natural family

61
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of connection 1-forms w® on &:
W =Qp NP, (4.2)

where ,Q, = ;7; IQ,, and NP* is any coherent Green’s function of the real
self-adjoint (and hence symmetric) operator

Maﬁ = 7iQa iPYj jQBa (43)

which, in all cases of interest, turns out to be globally nonsingular, i.e., over the
whole of ®. In view of the relation M, NPY = —3,7 one easily sees that

iro iwﬂ = iQa iQ'y N%B
= iQa i ij N8
= Mgy NP
5 B

a

(4.4)

and that horizontal vectors on ® are those that are perpendicular (under the
metric ) to the fibres. A horizontal vector may be obtained from any vector
by application of the horizontal projection operator:

Hij = 5ij —Q, w, w = (—1)%w™. (4.5)
The name is justified by the following properties:
TV, = (8 = 'Qq ™)) (0% — Q0 w)
= 0% = 'Qu W — Qe W+ 'Qu W 7Qs W
= 0% —27Q, w + (-1 'Q, ;,Q, N* jQB W’
= 8 = 27Qu W+ (1) Qg 'Q, N7 IQ, W7
= 0% —2'Q, w% + (-1 'Q, ng i lQA, N Wﬁk
= 0 —27Q, WY — 'Qu Mg, N WP,
8y —2'Q, w +'Q, 05 W,
= 0% —2'Q, wY +'Qy W,
0% = 'Qqo W

= 1T, (4.6)

« 7 _ e’ 7 [ B
w® II", = wi(éijﬁwj)

— (e Y

= w% (-1 g% jw

_ o 1V,
w = (=1) w

_ a _ .«

= W W

= 0, (4.7)
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Hij an - (5ij - ZQ[% wﬁj) an
= iQa - ZQIB wBJ]Qa
= Qu— (-1 Q07 7Q,
= Q- (1P Qg

= 'Qa—'Qp 8"
= iQa - iQa
0. (4.8)

4.2 Fibre-Adapted Coordinate Patches

When dealing with & it is convenient to consider a transformation
¢ — I K° (4.9)

to a set of fibre-adapted coordinates I, K®. Here the I ’s label the fibres (i.e.,
the points in ®/G) and are gauge invariant (i.e., flow invariant):

Q. =1, 'Q, = 0. (4.10)

The K'’s label the points within each fibre. Because there is no canonical way of
associating points on one fibre with those on another, transformations between
fibre-adapted coordinate patches have the general structure
I'“=T141, K*=K"*I K], (4.11)
which is still special enough so that the Jacobian of the transformation splits
into factors:
S(I',K')y  6(I') 6(K')

S(I,LK) o) 3(K)" (4.12)

One often makes specific choices for the K’s. One usually singles out a base
point ¢, in ® and chooses the K’s to be local functionals of the ¢’s of such a
form that the matrix

MG =K*Qs=K*, 'Q4 (4.13)

is a nonsingular differential operator at and in a neighborhood of ¢.. Ty-
pical convenient choices for ¢. are Af, () = 0 in pure Yang-Mills theory and
Guv«(x) = some well studied background metric (Minkowski, Friedmann-Le-
maitre-Robertson-Walker, black hole, etc.) in pure gravity theory.

One can also make specific choices for the I's, but in general such invariants
depend nonlocally on the ¢’s and are clumsy to work with; no specific choices
will be made here, so in what follows the I’s will remain purely conceptual.

In the region of ® where the operator M is nonsingular it is easy to show

that

5

Sia = ~ QoM. (414
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where NV is a Green’s function of M. In fact, by multiplying (4.13) first on the
“—
right by A/ and then on the left by 5%, and using (4.10), one obtains

MENT = K°,'Q N7,

a _ a i B
—0 v K ) QB 'A—/w
— —
1) 1) ,
_ « — a i 3
5Ka5’)’ (;KaK ) Qﬁ'&'w
— — —
1) 1) o
_ — « i 3
K7 i & S @ M,
— — — — —
_ J = 0 K< 5.+L1A 5. i@ﬁ&[ﬂ
0K~ 0K« gt 614 ot 4
— —
1) o
_ — g B
6K 5 Qs N,
%
—— = Qe (415)

It is important to stress that when G is non-Abelian it is imposs&le for the K¢
to be valid coordinates globally: in fact if they were, then the § /6K®, which
are vertical vector fields that commute with each other, would generate Abelian
orbits (fibres). This means that M, unlike M, cannot be nonsingular globally
on ®.

4.3 Functional Integration for “In-Out” Ampli-
tudes

Since the physics of a gauge theory takes place in the base space ®/G it is
natural to try to write a functional integral for “in-out” amplitudes in the form

(out|in) = / pr[I][dI)etSH, (4.16)
All functional integrals encountered in previous sections were purely formal. Eq.
(4.16) is even more formal, for the following reasons:
1. The labels I are not chosen explicitly but used only conceptually.

2. Since all known usable explicit choices depend nonlocally on the ¢’s it is
hard to know what one can mean by an advanced Green’s function of the
Jacobi field operator 4 S p (or its superdeterminant) and hence how to
determine the measure y;[I] even approximately.

3. It is also hard to know how to set boundary conditions.

To bring the local variables ¢ into the theory one must first introduce the
remaining variables K¢ of a fibre-adapted coordinate system and then transform
to the ¢’s. Let Q[I, K] be a real scalar function(al) on ® such that the integral

Alll = / UK T K)[K] (4.17)
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exists and is nonvanishing for all I, the measure ux[I, K| being assumed to
transform under changes (generally I-dependent) of the fibre-adapted coordi-
nates K“ according to

0K

oK) = a1 K)o (4.18)
Then A[I] is invariant under such coordinate changes and one may write:
(outfin) = [la1) [lamie SOOI ALy (LK), (419)
where
pr il K] = prlIpk(l, K. (4.20)

In a similar way one may write the analog of eq. (3.33) in the forms

(out|T(A[T])[in) = / 1)L AZ]e (4.21)

Jlan [lax

A SHHALEDA [Ny [ K] (4.22)

Under changes of fibre-adapted coordinates the measure p[I] must obviously
transform according to

or
" -
prll'l = milllsg, (4.23)
and hence the total measure uy i [I, K| transforms as it should:
0l 0K (I, K)
[ K = LKl —— = I K| ———. 4.24
Kr ,K[ , ] ,UI,K[ s ]51’ 5K’ MI,K[ s ]5(1’,K’) ( )

To make the transformation from the 14, K to the local coordinates ¢ one
must include also the formal Jacobian

A
J[¢] = 5(2’(;() = sdet ( II{’C; ) . (4.25)

Then the functional integrals (4.19) and (4.22) take the forms:

(outfin) = / [dg)e SEHUD A1 T glur xcld],  (4.26)

(out|T(Alg])|in) = / (4] A[g)HSOH906D o
o Alg]" T [lur k(4] (4.27)

in which we have abused notation somewhat by simply writing A[I] = A[¢],
S| = S[9|, pr,x[I] = pr k¢, UL, K] = Q[¢] and A[I] = A[¢]. The last abuse
in fact allows a certain generalization of the formalism. In egs. (3.33), (3.34)
the functional A was an invariant, i.e., a physical observable. The integral
(4.27) may be regarded as a generalized average which can give meaning to
(out|T (A[¢])|in) even when A is not gauge invariant. True physical amplitudes,
of course, only involve A’s that are gauge invariant. Note that when (and only
when) A is gauge invariant the average (4.27) is completely independent of the
choice of the functional Q[¢].
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4.4 Properties of the Jacobian J[¢]

Suppose we carry out an infinitesimal transformation of the fibre-adapted coor-
dinates K“:

K'* = K"+ §K*[I,K)]. (4.28)

Formally this will produce the following change in the Jacobian J[¢]:
4
0J[¢] = & sdet < KZOZ‘ )

4N\ eI

— 3] g

B ‘“““[( ) (ke )

_ o4 ( 0

- () (o

= (=1)'J¢l, 5K, (4.29)

Here we encounter an immediate problem: the meaning to be given to the factor
¢',- If we apply the operator (4.14) to the fields ¢* we get

¢l =—"Qs N7, (4.30)

and we have to decide which Green’s function of M to use. Different choices cor-
respond to different possible interpretations of the Jacobian itself. Tentatively
we choose A and J to be coherent with the boundary conditions appropriate
to the functional integral.

Now note that

§logJ = Jl6J
= (=1)'¢', 6K]
= _(_1)i iQ,@ A/g 5K,‘¥
= NG OKS Qg

= N Mg

= —0 log det\; (4.31)
therefore

5 (J det\) =0, (4.32)

i.e.,the product .J detA is independent of how the coordinates K¢ are chosen.
The same is also true of the products J* detA/", where the J* are the Jacobians
interpreted according to advanced or retarded boundary conditions. This does
not automatically mean that these products depend only on the I’s and are
hence gauge invariant: in fact, these products are not scalar functionals, but
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scalar densities of unit weight; therefore:

(Jdet\) Lo, = J detA str'Q, , + (J detA)Qq
= (=1)" JdetN 'Q, ; + (J detN) ;'Q,,
= (-1)" JdetN 'Q, ;
+(J detN) 4 I 'Q,
+(J detN) 4 K7 'Q,
= (=1)" JdetN "Q,,
+(J detN) 4 (I* Qa)
+(J detN) 5 K7 'Q,
= (1" Jdet\N 'Q,., (4.33)

where the following facts have been used:
1. the I ’s are flow invariant, i.e., I* Q, = 0,

2. J detM is independent of the K s, i.e., (J detN) 5 =0,

3. 5 /¢t =5 /614 T4 + 5 J5KP K.

Taking the Lie derivative of J detA with respect to Q, is seen to be the
same as multiplying it by (—1)° iQa’i , which is a constant. This constant,
which essentially describes a rescaling of J detA as one moves up and down
the fibres, depends in no way on the choice made for the K’s. For practical
purposes it may be taken as zero, for two reasons:

1. In Yang-Mills theory the zero value may follow formally from the com-
pactness of the finite dimensional Lie group with which it is associated,
which implies f7,, = 0:

v Iz
/LQah vy

/ du 5(z,2')5(z, 2)o" f7 .,
= N(S(xlvx/)fry

Yo

0. (4.34)

2. In both Yang-Mills and gravity theories it is also formally either a -
distribution, or the derivative of a J-distribution, with coincident argu-
ments. In dimensional regularization such formal expressions vanish.

From now on therefore we set
(—1)" 'Qui =0, (4.35)

and similarly
5 =0. (4.36)
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4.5 A Special Choice for Q[¢] and a New Mea-
sure Functional

Although we know that the K® cannot be global coordinates when the gauge
group is non-Abelian, in the loop expansion we can pretend that they are. That
is, we pretend that they are coordinates in a tangent space. A favorite choice
for the functional Q[I, K] is then

1
0= TQBKQW (4.37)

where (kqpg) is a symmetric ultralocal invertible continuous real matrix which
can be chosen either to be constant or to depend on the base point ¢, in the
neighborhood of which the operator M% of (4.13) is nonsingular. The K’s
themselves may be chosen to vanish at this base point.

Since we are staying in a single chart it is simplest to choose

ulLL K] = 1 (4.38)
so that (4.17) reduces to
A = const - (dets) /2, (4.39)
Equations (4.26) and (4.27) then take the forms
(outlin) = / plg)[dgle St Eran K K (dotpr) =1 (4.40)
(out| T(A[g])|in) = /u[sb] (] A[g]e’ S Ras KUK (det\) 7 (4.41)
where

11[¢] = const - py[¢](detr) /2 J[¢]det A (4.42)

The previous expression may be regarded as a new measure functional, which is
to be used when the integration is carried out over the whole space of histories
® rather than just the base space ®/G. By virtue of eq. (4.33), the constancy of
k, and the fact that pr[¢] depends only on the I’s, it follows that this measure
satisfies
F
wLqg, =0. (4.43)

4.6 Ghosts and BRST Symmetry

The functional integrals (4.40) and (4.41) do not differ greatly in form from
expressions (3.53) and (3.54). The chief difference is the presence of the K’s
and k’s, and the curious factor (detA))~™! which comes ultimately from the
Jacobian J. By introducing the a-type ghost fields xa,”, one obtains

(detA)~! = / ] / [dy] eXeM5V" (4.44)

Therefore eq. (4.40) may be written

(outfin) = / u[4)lde) / ldx] / [dp] S dran K K  bxadd§e’) (4 45)
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It is important to emphasize that the ghost fields arise entirely from the fiber-
bundle structure of ®, from the Jacobian of the transformation from the fiber-
adapted coordinates to the conventional local fields ¢¢. !

Hence, the theory may be seen as a field theory on an “extended” space of
field histories ®, where the ghost field x4, %" appears in addition to ¢’s; how-
ever, the new fields have to be considered non-physical, since their “fermionic
number” is the opposite of the one suggested by their indices, i.e., they are
fermionic fields altough «, 8 are bosonic indices. It is clear that the full argu-
ment of the exponential in (4.45) is no longer invariant under gauge transforma-
tions, because of the “gauge-averaging” term %Iia/gK KB and the ghost term
Xa MGy,

Nevertheless, both the full action functional
S[6,x, ¥ = S[9] + 3ras KK + xaMGy® (4.46)
and the measure

fild, x, ¥ldo][dx][dv] = p[¢][de] [dx][dy] (4.47)

are invariant under a group of global transformations whose infinitesimal form
is

50" = 'Q, YA, (4.48)
SXa = FagKPON, (4.49)
S = =5, YPYIEN, (4.50)

where 0\ is an infinitesimal a-number. They are called Becchi-Rouet-Stora-
Tyutin (BRST) transformations.

As is clear, for the fields ¢?, they are gauge transformations with an a-type
parameter; therefore, from the invariance of u[¢] under gauge transformations,
i[9, x, 1] is invariant under BRST transformations; one can show that S[¢, x, 1]
is invariant too:

6S[¢] = 0, (4.51)

5(3kapKKP) = L. 2ka30 KOKP
Kap (K 60" KP
= rap(KS'Q, 70N KP
Fap(KS 'Q,y ) KPS
= KapMS YTEPSA, (4.52)

IThese “tricky extra particles” were first introduced by R.P. Feynman [13] as a way of
compensating for the propagation of nonphysical modes in one-loop order.
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S(xaMG¥?)

(OXa) MGV? + xaMG(69°) + Xa(OMG)°

Far KTEAMGY? + xaMG (=1, p*975N)

+Xa(0KG Q)0 + Xa(K§ §'Qp)0"

—hapMEYTKPON = IxaMG P pCyToA

+Xa(KG;0 ¢’ ZQ,BWB + Xa(K§ iQﬁ ;) 5¢71°
—hapMEYTEPON = IxaMG P pCuToA

+xa (K5 7Q, 90X Q)0 + xa(KG 'Qp ;) 'Q, ¥ 5M°

—hagMEYT KON — Ixa MG ¢ 970N

+Xa K 7Q, 'Qp P y0N

XaKS 'Qp,; 'Qe PPCON. (4.53)

In the last equation, consider the third term:

Xak(%7Qy 'Qu UIN = XaK: 'Q, 7@y ¥PUmON

therefore

= (= )” Xa K 'Q, 7Q 4 P06

= XK 7Q4 'Q, v 0

= —xaK9;7Q4 'Q, v 5N

= —xaK$;7Q, Qs v PN, (4.54)

Xa K% 9Q, 'Qy 6N = 0, (4.55)

Consider again (4.53); adding the second and the fourth terms, one obtains
~IxaM§ P TN+ XaK G 1Qu ; TQ Y oA
= —2Xa K$'Qp ¢, ¥U N+ Xa K Q5 TQ., Y )70

—2Xa K Qg & ¢ 70
2XaKa lQC] ]Q PYIN — 2XaK,Oit iQ%j jQC YEYA

= _§Xoc Kq lQﬁ ¢’ ¢y wCWM

XaKG('Q¢; 7Q, —'Q, 5 7Q )P 97 oA

= —3Xa K3 'Qp ¢, 9470
+3xaKS Qp y vYT0N

=0.

(4.56)

Noting that the first term in (4.53) is the opposite of the rhs of (4.52), it is

proven that

68 =068 + 6(2kapK*K”) + (xaMGyP) = 0. (4.57)

Moreover, BRST invariance is often a good substitute for the original gauge
invariance. For example, if A is a functional of ¢, but not of the ghost field, it
is easy to see that A is gauge invariant if and only if it is BRST invariant:

SprsTA = A;0prsTd’
A 'Qq PO (4.58)
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In this case, since the ¥® are arbitrary functions on space-time (although not
necessarily of compact support) BRST invariance of A implies gauge invariance
in the original sense, and vice versa.

Therefore, any Type-I gauge theory with action functional S[¢] may be

viewed as a non-gauge, BRST-symmetric theory on an extendend space of field
histories where ghost fields appear, with action functional S [, X, ] given by
(4.46).
Remark 4.1. In the general case when no assumption on the bosonic nature of
the indices from the first part of the Greek alphabet, sdet(ﬂg)_l appears in
place of det(NG)~'; therefore (see Appendix A) if the indices from the first part
of the Greek alphabet are bosonic, one obtains

sdet(N9) ™! = det(NS) ! = / ] / (] eixe Mz (4.59)

where o, ¢? are fermionic fields, as shown in the previous section. On the other
hand, if the indices from the first part of the Greek alphabet are fermionic, then

sdet(NG) ™! = det(N§) = / [dx] / [dy] eX 2507 (4.60)

where, in this case, ya, " are bosonic fields.

Hence, we infer that the fermionic nature of the ghost fields is always op-
posite to the one suggested by their indices, and this is another clue that ghost
fields do not represent physical particles.

4.7 A few words on the Measure Functional

The measure functional was introduced as a device for correcting the possible
failure of chronological ordering to yield Hermitian (or skew-Hermitian) operator
field equations. It arose from the noncommutativity (or nonanticommutativity)
of field operators and hence is a purely quantum construct. But the measure
functional plays a far deeper role, and we shall briefly outline the reason in this
section.

As is well known, the main tool to evaluate transition amplitudes in an
interacting field theory is renormalized perturbation theory; in order to obtain
renormalized observables, one has to choose a renormalization scheme and has
to deal with divergent Feynman diagrams, up to a chosen order. Consider
now one-loop perturbation theory for some field in Minkowski space-time; in
Minkowski space-time one can use the Fourier transform and pass to momentum
space; therefore the task is to evaluate a graph consisting of a single closed loop
with 7 external prongs. Let the momenta assigned to the internal lines all
have the same orientation around the loop. Then, making use of the so-called
“Feynman’s trick” to combine the factors contributed by the internal lines, i.e.,
by the propagators, and appropriately shifting the integration zero point, one
finds for the Feynman-propagator contribution to the value of the graph an
expression having the general form

— constan r—1 n (yvk p)
1(C) = tant /d /d ZHQm(y’k oG (4.61)

k,p)
constant dr—t / d"k m (Y, 4.62
/ (k2 + Qm(y, k,p)]" (4.62)
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in which external space-time and/or spinor indices have been suppressed. Here
“y” denotes the parameters yi,vs,...,y,_1 needed to implement “Feynman’s
trick” and [ d" 'y is a schematic symbol for the integrations in which these
parameters are involved. The incoming momenta at the external prongs are
(=p2 —p3 — . — Pr), P2, -y Dr- @Qm 18 a quadratic function of these momenta,
which also depends on the g’s and on the masses m associated with the internal
lines. P,, is a polynomial in the k’s and p’s, which depends on the y’s and m’s.
C in (4.62) denotes the contour in the complex plane of the time component k°
of the k-variable which is appropriate to the Feynman propagator: this contour
runs from —oo to 0 below the negative real axis (in the complex k%-plane) and
from 0 to 400 above the positive real axis: it is the same as integrating on the
real line with the ie prescription used in (4.61). If the integral were convergent,
the contour could be rotated so that it would run along the imaginary axis.
One would set k° = ik™, and (4.62) would become an integral over Euclidean
momentum-n-space. Generically, however, this rotation, which is known as
Wick rotation, is not legitimate. Contributions from arcs at infinity, which
themselves diverge or are nonvanishing, have to be included. These contributions
cannot be handled by dimensional reqularization.

When the measure is included it contributes to the generic one-loop graph
an amount equal to the negative of the integral

I(C*) = constant - /dr_ly/d"k - Pm(@_{,k7p)
[— (KO —i€)2 + (k)2 + Qu(y, k, p)]"
_ Pm(y,k,p)
= constant - dr—1 / d"k 4.63
[o ] ot (463

where C7 is the contour (in the complex k°-plane) appropriate to the advanced
Green function: it runs from —oo to +o0o below the real axis; it is the same as
integrating on the real line with the ie prescription used on the first line of the
previous equation. These two contributions, taken together, yield I(C)—I(C™T)
as the correct value of the graph. This corresponds to taking a contour that runs
from 400 to 0 below the positive real axis and then back to 400 again above
the positive real axis, and yields an integral that can be handled by dimensional
regularization.

The remarkable fact is that I(C') — I(C) is equal precisely to the value that
is obtained by Wick rotation. This means that the measure justifies the Wick-
rotation procedure. Although it has never been proved, one may speculate that
the exact measure functional, whatever it is, will justify the Wick rotation to
all orders and will establish a rigorous connection between quantum field theory
in Minkowski space-time and its corresponding euclideanized version.



Chapter 5

Green’s Functions: Neutral
Scalar Meson

5.1 Integral Representations in Minkowski Space-
Time

Green’s functions have been introduced in chapter I : in gauge theories, they are

the negative inverses of the differential operator ; F; , while in field theories with

no gauge transformations, they are the negative inverses of the non-singular
operator ;5;. The prototypes of the Green’s functions of interest in quantum
field theory are those of the neutral scalar meson in Minkowski space-time; by
spin-statistics theorem, it has to be a bosonic particle, and its Lagrangian is

L=-1 (0 ¢+ m?*¢?). (5.1)

Therefore 5
Sl = 1S = ms = ((b/tu — m2¢) 5 (52)

and

151 = 25
)
50(") 69(a) "
= (8(x,2") ", — m25(x,2"))
= (8,0" —m?) §(x,2"). (5:3)

Hence (1.125) takes the form

/dy [(0,0" — m2) §(z,y)] Gy, z")
= (90" — m2) G(z,z") = =(x,2'). (5.4)

This equation is most easily solved in “momentum” space, i.e., using the Fourier
transform; as is well known, it is a linear, invertible operator which turns deriva-
tive operators into multiplication operators, i.e., the Fourier transform of a lin-
ear, differential equation for a function is a linear, algebraic equation which is

73
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easily solved; therefore the desired function can be obtained by inverse Fourier
transform; in our case, the result is

. 1 eir(z—a’)
Gla.a') = o / e (5.5)

In the previous equation the contours in the p', p?, p? planes are confined to the
real axis and the choice of Green’s function is determined by selecting a contour
in the p° plane which passes in an appropriate fashion around the poles at +F
where

E o= VP (5.6)
o= L), (5.7)
®* = )+ )+ ()% (5.8)

The most important contours are shown in Figure 5.1. From these contours the
following relations between the various Green’s functions are easily established:

G = {(GT+G7)=1G+G =-1G+GT, (5.9)
G = GF -G =0 +a), (5.10)
G = (G(+> - GH) , (5.11)
G = G+3iGY=G"+G) =Gt -G, (5.12)
G = G-3iGW=G"+GH =Gt -G, (5.13)

By closing the contours for G and G~ at infinity it is easy to see that these

functions satisfy the kinematical conditions (1.126) and hence are the advanced
and retarded Green’s functions. Their uniqueness is also evident. We may
therefore write the further relations

GH(z,2") = 20(2',2)G(x,2') = 0(a',2)G,
) = 20(z,2")G

)= —2e(x,2")G(a,2),
) = x

where (z,2") and e(z,2’) are the step functions, defined by

1 for = > a2/,
O(z,2') = {0 for o < 2 (5.18)
= 1-6(2',2) = i [1+€(z,2")], (5.19)

e(z, ') = O(x,2") -0 x) = {1 forz > a, = —¢(2’,z). (5.20)

-1 forxz < 2/,

We also have

G(x,z") —0(z, 2 )G (z,2") + 0(z', )G (z,2"),  (5.21)
G*(z,2)) = 0(z',2)G D (z,2") — 0(x,2")G ) (x,2"), (5.22)
G (z, 2" —0(z,2")G(z,2") + 0(2', 2)G* (z,2), (5.23)
G (2" 0(z',2)G(z,2") — O(z, 2 )G* (z,2), (5.24)
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G‘ —
—G
G _ig"
G
e} w
w G*
Gt

Figure 5.1: Contours in the complex p®-plane for the integral representation of
the Green’s function of the neutron scalar meson

which follow from (5.10), (5.16), (5.17), (5.19), and the identities

O(z,2)0(z',x) = 0 (5.25)
0(z,2)]° = 60(x,2)) (5.26)
e(z,2)] = 1 (5.27)

Care should be exercised in the use of the step functions. Strictly speaking, all
the equations where 0(xz, x'), €(z, ') appear and their corollaries can be inferred
to hold only when one of the two points x, 2’ is clearly to the future or the past
of the other. When the two points are separated by a space-like interval further
investigation is needed. We shall see presently that the functions G*(x,z’)
vanish for finite space-like separations, and hence the investigation reduces to
a study of the behavior of the Green’s functions when z’ is in the immediate
neighborhood of x. The study is complicated by the fact that the Green’s
functions are actually distributions rather than ordinary functions. It turns
out, in the present case, that the above relations are in fact valid everywhere.
Analogous relations, for the Green’s functions of systems more complicated than
the neutral scalar meson, however, do not always similarly hold when =z = z'.
In this work we shall avoid this difficulty by using the step functions only when
x # 2’. We may also remark that there will never be any ambiguity about the
Green’s functions themselves. In the present case they are well defined by the
integral representation (5.5), once the contour is chosen.
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5.2 Symmetries of Green’s functions

For the neutral scalar meson, the reciprocity relations (1.137) and (1.187) read
GE(z,2') = GT(2,x), (5.28)

Gz,2') = -G, ), (5.29)

Gz, 2)) = G, 2). (5.30)

The contour for the function G corresponds to performing a principal value
integration along the real axis. In light of the reality of all the integration
variables in this case, and because of the symmetry (in p) of the denominator

of the integrand of (5.5), we may infer the reality of G:
G* =G. (5.31)

Similarly, by performing the transformation p — —p, paying attention to the
contour and using the previous relations, we may infer

G(z,2") = G(2',x), (5.32)

GV (z,2) = W ), (5.33)

GH(z, 2y = —GF (2 ), (5.34)

and

G = G7, (5.35)

G = G, (5.36)

G = g, (5.37)

GHr = g, (5.38)

e, GE,G,GM are all real, while G is imaginary; it follows that G*, as
defined above, is the complex conjugate of G.
We note, finally, the differential equations satisfied by the various functions:

(0,0" —m?) G(z,2') = (0,0" —m?) G(z,2")
= (0,0" —m?) G*(z,2)
= 5z, (5.39)

(0,0" —m?) G(z,2") = (9,0" —m?) GV (z, ")
= (8,0" —m?) GH)(z,2")
0. (5.40)

5.3 The Feynman Propagator

In harmony with chapter I, G is known as the commutator function, and G,
G(7) are called its positive and negative frequency parts, respectively. G is
known as Hadamard’s elementary function, and G is called the Feynman prop-
agator. From the relations given above it may be seen that all of the functions
which we have introduced may be obtained from the Feynman propagator by
splitting it into its real, imaginary, advanced, and retarded parts, and recom-
bining these parts in various ways. It suffices therefore to evaluate the Feynman
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propagator in order to obtain all the rest. From Fig. 5.1 it is not hard to
see that the contour for the Feynman propagator may be displaced to the real
axis provided we give to the mass m in equation (5.5) an infinitesimal negative
imaginary part,i.e., we move up the negative pole and move down the positive
one in the complex p®-plane. We therefore write

Glaa) = L [ gy 7 0 5.41
(x7x)_(27r)4/pm2_i6+p27 €>0. ( )

with the understanding that the limit ¢ — 0 has to be taken at the end of
all integrations. It is important to stress that the Feynman propagator can
be obtained by analytic continuation from the unique Green’s function which
the operator (9,0" —m?) possesses when the z-manifold has a positive definite
metric. This fact is responsible for many of the remarkable properties which
characterize the Feynman propagator, and the analytic continuation method is
often employed to obtain it.

Making use of the integral identities

—is(§—ie) _ 1
d s ve 0 5.42
/ oe Z(f - if)’ e ( )

+OO . .
/ dz i7" = V(w/la])es @/ g real, (5.43)

— 00

[}
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(where sgn is the signum function: sgn(a) = a/|a|), one obtains

G(z,z") = (2Z / dS/dp eP(@—a') g—is(m®+p*—ic)
71—
“+oo
= ds [ dpe” i[(m*+p®—ie)s—p(z—a"))]
— (271-)4 / ds e—zs(m —ie) /dp e—zsp +1p(w z')
0
) oo ) ) isp?tin(m—z)—i(E=Z 2 e z=T 2
- (2;)4/ ds e_w(mz_lﬁ)/dpe i) iR ) ey
0

%

0
o (e I>+( )2>

1 +oo —is( 725
= @ / ds e
728 726

[ V)

( <ﬂ/s>)4(“g“< )
i +oo —is(m?—ic)
- W/o dse

. 400
1 —is(m 726)+2
= 7(27()4 / dse
0

(s
(s
(s
(=

2 too —is(m?—ie)+i z—z' ’
= ds ie ( s (2\/5>
(4m)* Jo s?
71/ 2
= 1)2’ / s Le 0457 )
47T 0 S
1 +oo 1 7i<m287(w741/)2)

In the final form the negative imaginary part —ie attached to m? has been
dropped, with the understanding that G(z, z’) has to be regarded as the bound-
ary value (on the real axis) of a function of m? and (z — z’)? which is analytic
in the lower half m? plane and in the upper half (z — 2/)? plane. The fact
that G(z,2") depends on z and z’ only through the combination (z — 2’)? is a
consequence of Lorentz invariance and the homogeneity of flat space-time. We
shall see later that in a curved space-time the dependence of G(z,2’) on x and

2’ will not be so simple.
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When (z — 2/)? < 0 it is convenient to introduce the new variables

2=-mPz—-2)2>0, 2>0 (5.45)
u=—2im*%, (5.46)
which convert (5.44) to
) ) uz  im?(z—a’)?
1 —i00 AmA _Z<_m27im2+7zm w2 )
G(z,z') = —/ du (— = ) 2 e ? ?
1672 J, 2im? u?z?
10 iz \ [ 4m? (“*5+7m o >
= — du | —= e
1672 J_ ;o 2m?2 ) \u?z?
1 2im? [° 1 o2(u-1)
= - du —e?2 u
1672 2z J_i 4z
im?1 [° 1 z(y-1

The contour of integration may be deformed in the manner shown in Figure ...
(da inserire), and in virtue of the well known integral representation

1 1 z(,-1
H?(2) = ,—/ du —2e2< w) (5.48)
1 Jo u
of the Hankel function of the second kind, of order 1, we finally have

_m*HP(2)

G(z,2") = .

(5.49)

5.4 Series Expansions and Singularities

For small values of z (i.e., near the light cone) it is convenient to use the power
series expansions

HP(2) = Ji(2) — iYi(2), (5.50)
z 2’3 25
2 1

Yi(z) = —| = Jlz)+ (v +10g3)i(2)
z 23 1 2° 1 1
_§+ﬁ(1+§)_22426(1+§+§)+m ’ (552)
2’2 2’4

Jo(2) = 1= 5+ 555 =+ (5.53)
N =0,5772.... (5.54)

Remembering that analytic continuation should be performed in the lower half
2% plane, and making use of the identities, which hold V2% € R:

. 1 1

lim = = +imd(2%), (5.55)

e—0+ 22 — g€

lim log(z? —ie) = log|z?| —inf(—2?), (5.56)
e—0t
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we find, on splitting the Feynman propagator into its real and imaginary parts

G@quRqu%f)zigax—yV)

m? m?(x —2")2  m*(z —2)

4
e (e — 22 | L
8ﬂ_9( (x —2a")?) [2<+ 5721 + 92126 <+.“}, (5.57)

Gm@x§:%m®@x@:ZiA——L—f
’ ’ 272 | m2(x — a’)?
2 _ 02
+ [y — log2 + logm + $log|(z — 2')?|] [é + % + ]
7n2($ _ xl)? m4(z _ 93/)4
im(l+i)+m(l+;+é)“'}' (5.58)

The Green’s function G (and hence also GT and G7) is seen to have a J-
distribution type singularity on the light cone [(x — 2’)?> = 0] and to vanish
outside the light cone [(z —2’)? > 0]. It also vanishes inside the light cone when
m = 0. In this case we have

G(z,2') = i(;((mfx')z), (5.59)
1

G(l)(fE,l’/) = m, (560)

whence, in virtue of equations (5.14) and (5.15) and the identity

1
5(€2 —a?) = 5 [(€—a)+d(E+a), a>0 (5.61)
we obtain ) 1
Gr(z,2) = ————6(° —2° + |7 — 7). 5.62
(z,2") PR ( | ) (5.62)

5.5 Curved Space-Time Formalism

Consider now the scalar field theory obtained by applying the minimal coupling
to the gravitational field to the field theory examined in the previous sections:

1. Replace the Minkowski metric 7,, by g...

2. Replace ordinary space-time derivatives by the covariant derivatives asso-
ciated to the (unique) Levi-Civita connection determined by the metric.

|1/2

3. Multiply the Lagrange function by |g|"/?, where g = det(g,. ).

Then the action functional for the theory is

ﬂ@z—é/ﬁxm”ﬂﬁww+m%%. (5.63)

Hence
Si[o] = lg'/? (¢, — m?¢) , (5.64)

1This property no longer holds when space-time is curved.
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and

S = lg@) M (d(x,2) 1, — mPS(x, ')
= Jg(@)[V* (V*V, —m?) 6(x, ). (5.65)

Therefore the equation for the Green’s functions is
|g() |2 (V'Y —m?) G(z,2') = —6(z, 2'). (5.66)

A very elegant method for solving this equation exists, which is due to Schwin-
ger. One regards the Green’s function as the matrix element of an operator G
in an abstract (nonphysical) Hilbert space:

G(z,2") = (z|G|z'), (5.67)

the basis vectors |z’) being eigenvectors of a commuting set of Hermitian oper-
ators z#
o2’y = M2’y (2"|2) = 5(2",2). (5.68)

The differential equation (5.66) may then be recast in the operator form
(pulgl' 29" py +m?|g]'?)G =1, (5.69)
where the p, are Hermitian operators which satisfy the commutation relations

[x#apu] = Zéﬁa [p;upu] =0. (570)

5.6 General Definition of the Feynman Propa-
gator

In order to solve the operator equation (5.66) we must first decide which Green’s
function we want. As in the previous sections, we shall choose the Feynman
propagator as the basic Green’s function of interest. However, this immediately
begs the question of what we mean by the Feynman propagator when space-time
is curved and non-empty. In a flat empty space-time the Feynman propagator
can be defined as that Green’s function which propagates positive frequencies
into the future and negative frequencies into the past (see eq. (5.21)). The same
definition can be used when space-time is curved provided it becomes asymptot-
ically flat at large space-like and time-like distances and the words “future” and
“past” are replaced by “remote future” and “remote past” respectively. Under
these circumstances the same variational law holds for the Feynman propagator
as well as the retarded and advanced Green’s functions:

6GY = G* | 5F, GY, (5.71)

for this law immediately permits the expansion about the flat-empty-space-time
values, °F and °G, of the operators F' and G,

G-G = 6G=(°G+6G)(F-"F)(°G+4G)
= QUG +6GF°G+°G FéG+06GF 6G
°GU %G +°GU°°GU °G + ... (5.72)
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where U = F — °F'; hence one obtains

G = CG+%QUG+°GUGU°G + ..
= %G a-vq)! (5.73)
(1-"°%U)!°G. (5.74)

We see that the first °G' standing on the left and the last G standing on the
right, in each term of the expansion, do indeed ensure that ultimately only pure
positive frequencies are found in the remote future and pure negative frequencies
in the remote past, owing to the effectively limited domain over which U is non-
vanishing.

A word is perhaps in order at this point regarding the very special properties
the Feynman propagator possesses. When F' is symmetric (and we have always
assumed it is) the Feynman propagator is symmetric. Since it also satisfies the
variational law (5.71) it is the only Green’s function which, when regarded as
a continuous matriz, obeys all the rules of finite matrix theory. In a certain
sense it may therefore be regarded as the inverse of the matrix (—; F;). In
flat space-time its special properties stem from the fact (already noted) that it
may be obtained by analytic continuation from the unique inverse which (—, F. ; )
possesses in a Euclidean space. When space-time is curved these properties may
themselves be used to define the Feynman propagator even when space-time is
not asymptotically flat.

5.7 Integral Representation (I)

From the results of the previous sections, we shall obtain the Feynman propaga-
tor, in curved space-times as well as flat, simply by giving the mass parameter
m an infinitesimal negative imaginary part. This has the effect of rendering
the operator in (5.69) nonsingular so that inverses may be taken in a simple
and direct fashion. It also emphasizes once again that Green’s functions are
boundary values of analytic functions. Multiplying equation (5.69) on the left

by |g|~/* and on the right by |g|'/*, we obtain

gl (oulel?g" py +m?|g*)Glg* = |g| T gl M1,

8|~ *pulgl 2" pu GlgV* + m?|g| 1 Gle Yt =1,

gl *pulel' g™ pulgl =gl A Glgl Mt + mP g 4Gl = 1,

(g™ *pulel' 29" pulg| = /* + m?)|g| /4 GlgV/* =1,

(H +m?)[g]'/*Glg['/* =1, (5.75)
where

H = [g|~*p,|g'?g" po|g|'/*. (5.76)

Therefore, with the correct prescription for the Feynman propagator:

1/4 1/4 1 e is(H+m?)
G = =1 ds e me, 5.77
gl gl H 1+ m? _ic Z/O se ( )



5.8. AUXILIARY GEOMETRIC QUANTITIES 83

Taking matrix elements of the previous equation we obtain

+oo
|g(x')\1/4G|g(:v")|1/4 _ Z/ ds <$L'/|e_iSH|:L‘N> e—ismz’

0
400 )

\g'|1/4G|g"|1/4 _ Z/ ds <x/,8|$//70>67”m2, (5.78)
0

with
(2, s|2”,0) = (2'[e 2" . (5.79)

Thus we are led to an associated dynamical problem governed by the “Hamil-
tonian” H.

The “transition amplitude” (', s|z”, 0) satisfies the Schrédinger equation
8 !
Z% <‘T/7 3|$”, 0> = <I’/, S|H|.’,E”, 0> = - <.’,E/, 5|xua O>;H’# (580)
and the boundary condition
(2',0]z",0) = 6(', 2"). (5.81)

In flat empty space-time, this equation is solved by

— 2! —; 2
(I S CET )

/ 1 _ = S
<{E ,S|(E 70>Mink0wski - 167‘(2 526 4 ’ (582)

which agrees with (5.44).

In order to discuss the generalization to curved space-time, some insight on
auxiliary geometric quantities is necessary.

5.8 Auxiliary Geometric Quantities

5.8.1 k-point tensors

As is well known, a (r, s)-tensor field T' on a manifold M is a map which assigns
to every point p € M an element from the direct product of the tangent space
T, M, taken r times, and the cotangent space T;; M, taken s times:

T:M — (TM) @ (T*M)*,

0
p=T(p) =T, L, (P)

Oxtt

0

Doi R ... dzx"*

p

®..®
P

® dz"*
p

p

(5.83)

The tensor field concept can be generalized in this way: we shall call k-point
tensor on a manifold M a map which assigns to every k-tuple of points in M an
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element from the direct product of the tensor spaces built upon those points:
T:MF = [(TM)" @ (T*M)*| @ ... [(TM)™ @ (T*M)*],

(p(1)7p(2)7 "'7p(k)) =

1 @ (k) (k)
T IR (P, p@ . pH)y.
vil)...uém Vyc)mui?;) 5 yorey
(1) (1)
% ®...®% ® dx¥1 ®m®dx”s(1) ...
Ozt1 p1) 8$HT(1) p(») e P
) F) (k) (&)
. e @ — 55— ® dz™ Q... dx s®
OxH1 p(k) aa;“r(k) p(k) P ()
(5.84)

Roughly speaking, whenever k& — 1 points (however chosen) are held fixed, a
k-point tensor becomes a tensor field.

5.8.2 Geodesics

For a detailed discussion on geodesics on a Riemannian manifold, see Milnor,
Spivak, Wells [22]; for a Lorentzian manifold, see Hawking, Ellis [20]. Here we
will only introduce tools necessary for later treatise. As is well known, given a
connection V on a manifold M, there is exactly one parallel transport on M, i.e.,
exactly one way to parallel transport a given vector along any curve; one shall
define geodesic (associated to that connection) any curve whose tangent vector is
parallel transported along the curve. If M is a (pseudo-) Riemannian manifold
with metric tensor g, and V is the unique Levi-Civita connection associated
to that metric, then, given two close enough points, the curve for which the
length functional (associated to the metric g) is stationary (on the curves which
connect those points) is a geodesic.

In fact the equations for a geodesic x(7) with affine parameter,
(1) + 0, (x(7))2" (1) (1) = 0 (5.85)

are precisely the Euler-Lagrange equations associated to the functional

S[e(r)] = Length[z ()] = / dr L(z(r),i(r) = / dr [£ig,ni”] 2
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08 OL d 0L

Szt Qxk dr Ot
) i o d o
= %[ix”gmx ] 1z [igpmuxpx + e (290 ® )}

1[d, s
= $z |:d7' (guax )_ %gpa,yxpx :|

1 o o d o o
= :FZ <g;u7$ + % (g,ua)x - %gpa,#l'px >

[ . .
- 7L (91087 + Guapd” 27 = §9p0,ud"27)
= :FZ (gﬂa’xa + %gua‘,pwﬂxa + %gup,o'mpmo _ %gpo‘”u,xpxo) _ 07

9ot + 39u0pi’ 3" + £ 9up. 0’27 — L Gpe i i = 0. (5.86)
Raising the index u, we obtain
i+ 39" (Guowp + Gupo — Gpow) #7827 =0, (5.87)
which are exactly the geodesic equations, being
Tt =39" (Guowp + Gupo — Gpow) - (5.88)
As is straightforward to verify, the same equations are obtained considering the

functional S[z(7)] = [dr L(z(7),&(7)) = [dr 2ifg,.i°.

Since a variational principle has been introduced, the theory of geodesics
may be viewed formally as a dynamical theory, and all the results of Hamilton-
Jacobi theory can be immediately applied to it. The “conjugate momenta” and
“Hamiltonian” are given by

oL .
P = @ =g =Ty, (589)
H = p,i*—L=q,i"— iitg,i" = L. (5.90)

Hence we are led to the “energy integral” for the geodesics:

d 2
H=1L=1ilgi" =1 (ds) — const, (5.91)
T

where s is the arc length defined on the curve; the action functional on a solution,
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i.e., a geodesic, whose endpoints are z(7) = z, z(7') = 2/, reduces to
S(z, 72, 7)) = // dr'" 3i°gped”
T ds \°
_ 1
o /7_/ dTN 2 (d'r/,)
_ 1 /E gedr" (s )’
2 ) ds \dr"

= (5.92)

where the bi-scalar o(x,z’), which we shall call geodetic interval or world func-
tion, is equal to one half the square of the distance along the geodesic between
z and 2.

The bi-scalar of geodetic interval satisfies an important differential equation
which follows immediately from the Hamilton-Jacobi equation for the action .S;
we have

oS 0.
Pu = = fw’ (5.93)
oS o(x, 7’
0 = - +H= —(T(_ T,))2 + 5P’ (5.94)

where p,, is now the “momentum” at x corresponding to the geodesic defined by
the endpoints x, z’; therefore the world function is the solution of the Cauchy
problem

ly gt = o,
{;(xlj x') = 0. (5.95)

Obviously, the Hamilton-Jacobi equation holds on the other endpoint too; then
fo0t = %o;,/a”‘/ =o. (5.96)

In other words, 0., is a vector of length equal to the distance along the geodesic
between x and xz’, tangent to the geodesic at x, and oriented in the direction
' — z, while 0,/ is a vector of equal length, tangent to the geodesic at a’,
and oriented in the opposite direction. The geodetic interval itself is obviously
a symmetric function of z and z':

o(z,2") =o(2',z). (5.97)
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5.8.3 Caustic Surfaces

In a general Riemannian manifold the geodetic interval is not single-valued,
except when x and z’ are sufficiently close to one another. The geodesics ema-
nating from a given point will often, beyond a certain distance, begin to cross
over one another. The locus of points at which the onset of overlap occurs forms
an envelope of the family of geodesics, known as a caustic surface. The equation
for the caustic surface relative to a given point can be expressed in terms of the
quantity det(o,,./).
In fact, a geodesic can be specified by means of its endpoints or by means
of one of its endpoints together with a tangent vector at that point having a
length equal to the length of the geodesic. Therefore we can vary o.,/ helding «’
fixed, and evaluate the resulting variation in z; it is straightforward to obtain
00, = oyu,0x”; (5.98)
therefore
5zt = =D 55,0, (5.99)

’ . . . . .
where D~1#¥" is the inverse transpose of the finite matrix having the elements
Dpyl = —0.v/p, i.e.,

D—l,u,/DpV, _ _D—l/L,/O_;V,p — ég (5100)

When D~ is a singular matrix, it is possible to choose a variation in o,
which produces no variation in the x. The point x then lies on the caustic
surface relative to 2/, and the condition for this is evidently D~! = 0, where

D = —det(D,), (5.101)

the minus sign expressing a convention appropriate to the metric of space-time.
In 4-dimensional space-time the caustic surface will usually be a 3-dimensional
hypersurface, but degenerate forms having fewer dimensions, including zero (fo-
cal points) can occur. It will be noted that variations of o, which leave x
unchanged must be orthogonal to o.,; that is, the length of the geodesic itself
must remain unchanged. This may be inferred by taking the derivative of the
Hamilton-Jacobi equation (5.95):

oto s = 0oy, (5.102)
and recasting it in the form
7D*1/1«1/0.;V, =o't #£0, (5.103)

which shows, together with (5.99) that changing the length of ¢#" without
changing its direction necessarily shifts x a proportional distance: in fact, by
taking do.,s = €o.,’, one obtains

’
szt = —D "o,
’
= —eD "oy,
;

= —eo. (5.104)
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5.8.4 Divergence of Geodesics

The determinant D is a bi-density, of unit weight at both z and z’. Not surpris-
ingly it plays a fundamental role in the description of the rate at which geodesics
emanating from fixed points diverge from or converge toward one another. If we
differentiate equation (5.102) with respect to z” and we note that the indices p
and p commute, we get

01O + 01Ty = T,
0O + 0Ty = Oy,
=0, Dyr — 0" Dyrpyy = —Dpyr,
Dpl/' = U;#pDHV/ —|— O-;#DVIP;N7 (5105)
which, on multiplication by D=1, gives
Dpy,Dflpy’ _ U;HpDuy,Dflpy’ + O_;#Dy,p;#Dflpy/
_§P = _gH §P _ gl
ép - g, péu g DD;M
4 = ol,+0o"D'D,, (5.106)
D' (Do#), = 4. (5.107)

S

The significance of this equation may be made transparent by first replacing D
with the bi-scalar
A= g7/ DIg!|71? (5.108)

and observing that the operator ¢i#9,, gives the derivative of any function along
the geodesic from z’. Thus

ol f = (r—1)f (5.109)

where f is any scalar. Arbitrarily setting 7/ = 0, we may recast equation (5.107)
in the form

d(log A)
no— g 2088 11
%in d(logT) (5.110)
In fact
—1
oD, = o (lgl2alg?)  (lel/2Al2)
= otg| T 2AT G| T2 g A g
= oFATIA,,
= o*(logA),,
d
= 7-—(logA
7 (logh)
d(log A)
= = 111
d(logT) (5 )

From (5.110) it follows immediately that A increases or decreases along each
geodesic from z’ according as the rate of divergence of the neighboring geodesics
from 2/, which is measured by o.# , is less than or greater than 4, the rate in flat
space-time. If the divergence rate becomes negatively infinite a caustic surface
develops and A blows up.
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5.8.5 Geodetic Parallel Displacement

Another geometrical quantity of fundamental importance is the geodetic parallel
displacement bi-vector, g,,, which is defined by the differential equations

.G =0 (5.112)
together with the boundary condition
limm’%mguu/ - g,ul/- (5113)

The bi-vector g, gets its name from the fact that the result of applying it,
for example, to a local contravariant vector A* at z’, is to obtain the covariant
form or the vector which results from displacing A" in a parallel fashion along
the geodesic from 2’ to x. This follows from the defining equation (5.112), which
requires the covariant derivative of g,/ to vanish in directions tangent to the
geodesic: in fact

d / o.f /
(o) = % ),
= %a;pgw/;pz‘ll’/
= 0, (5.114)
and
lim, 0 g0 g A = g gAY
= A
= A", (5.115)

From its geometrical significance and the fact that tangents to a geodesic are
self-parallel the following properties of g,/ are obvious:

9, 0, =—0,, 9 0, = =0, (5.116)
0" Gy = 0, (5.117)

G = G (5.118)

D 90" = G Yo 9" = Gy (5.119)
det(—gur) = |gl"?lg'I'>. (5.120)

In a similar manner one may define a geodetic parallel displacement bi-spinor
I(x,2") which satisfies
oML, = 0, (5.121)

limg I = unity matrix, (5.122)

and which transforms like ¢ = ¢ (z) at z and like ¢’ = ¢)(z') at a’.

5.9 Integral Representation (II)

Now we are ready to propose an ansatz to solve (5.80), (5.81): in (5.82), replace

1 D(x,z')'/?
H R . —

- (5.123)

52 s
(x—2')? = 20(z,2) (5.124)



90 CHAPTER 5. GREEN’S FUNCTIONS: NEUTRAL SCALAR MESON

and multiplicate by a power series in (is):

+oo
Z an(z,2")(is)"
n=0

limg:za0(z,2") = 1,

Then the ansatz is

—i D(x,2')!/? jotah)
(2, s]2",0) = 16772(57 Zan (z,2")(is)

limg za0(z,2') = 1.

(5.125)

(5.126)

(5.127)

(5.128)

A requirement for the ansatz to be meaningful is the existence of a recurrence

relation for the unknown a,’s. Inserting (5.127) in (5.80), the lhs is:

o 0 —1 Dl/2 L, I
igs (@hsla,0) =iz (w 7 ¢ 2 anlis)
pV2y (1 ., =X
= 6.2 05 (z 5D anlis)
DY?2 ., , —i0 .
BRCLCh <_ 5 Za” )"+ ?ﬁ;an(w)n

1R
-|-;2 nz::l inan(is)"1>

1672

2 e ) >
_D" s <Z(—2i5an)(is)"‘3 + Z(—z’z"*aanm)(z‘s)”*
n=0

o n=0
+ Z (ii*nay, ) (is)"_3>
n=1

iDY2 /i too
_ e'zs (Z(2an)(is)"_3 + Z(—Jan/2)(is)"_4
n=0

2
167 =

+ g(nan)(is)"3>,

(5.129)
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while the rhs is

_; pi2 =
_<x/’s|x//,0>mu _ ( 1 12§ Za” ’Ls ” I

1672 2
— i 1/2 igs
" 1672 82 <D ¢ Zoan is) > '
= ¢ 1 ’<D1/2 “Za i8)
2 2 n
1674 s o

+D1/2107H“Za (is) +D1/2<Z> o G“Zan is)

+D1/22a e, (5) amzan@s)”
+oo i

w22, 3 20 (), Y

n=0
iDY/2 L, +oo Dl/z‘,u'u
Tlenz ¢ ( Di/?

an(is)" 2

n=0
too i
0.,0 4

—0,, " , o
+ Z an(is)" % + nz:% ’14 an(is)
+oo +oo —D1/2.
+ Z an;,ﬂ(is)n + Z Tﬂa;lian(i&?)n_g
n=0 n=0
—+oo

+oo 2D1/2'u o L - ‘ Ly
—~ D1/2’ a, " (is)" 7" + Z:O(—Uwan’“)(zs)" )?
(5.130)

exploiting (5.95) and (5.106), one obtains

— (&', s|2”, 0., = —i1D671T/22 eles < - D;/lz/guan(is)n2
400 +o0 o =
+ Z(—Zan(is)"_3 + Z Ean(is)"_4
+oo 2D1/2

+Zanu zs”Q-i-Z D1/2 La, it (is) 2

+;(amanw)(is)n3>.

(5.131)
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Finally, equating lhs and rhs one obtains

.D1/2 . “+o0
0 = ! ez2s<Z(—nan)(is)n_3+

2
167 =

+oo
> ATVE(AV2a,), Mis) 2 4+

3

.
Z(U;,Lan;”)(iS)”?’) : (5.132)
n=0

The necessary and sufficient condition for this equation to be satisfied for every
s is the multiplicative coefficient of every monomial (is)* be zero; therefore

(i) 1 0,00 =0, (5.133)
(is)f, k> —3:
0.ty ™ + (4 Dansr = AV2(AY2a,), 2. (5.134)

In view of (5.121) and (5.122) the equations for ag are solved by
ap(z,2") = I(x,2'), (5.135)

while the recurrence relation (5.134) may be solved by integrating along each
geodesic emanating from z’; in fact, multiplying the lhs by 7 ™, where 7" is
the parameter labeling a point 2’ on the geodesic between z/(7” = 0) and

x(r"” = 7), one obtains
7" (@ () 2) (4 D)7 g (2, 0') =
7" d d "
= a0 + () a0,
d "
= dr’ (T n+1an+1(m(7//)vxl>) ) (5.136)
therefore
an+1(x7m/) _ T—n—l/ dr" TNnA”_l/2(A//I/QG’Z);N”M” (5.137)
0
5.10 Series Expansions
Inserting (5.127) in (5.78), we now get
Al/2 oo 1 Lo +oo
G !/ — d _ 71(777/ S*X) n - n
(x,2") e /0 s 3¢ ngoa (is)
Al/g +oo o n S o .
- 2N (- ds e~ (M’ =) (5.138
e 2o () [, (0:13%)

The latter integral has already been evaluated (equations (5.44) and (5.49)).
Breaking the Feynman propagator into its real and imaginary parts and mak-
ing use of the expansions (5.57) and (5.58), we obtain, upon carrying out the



5.10. SERIES EXPANSIONS 93

2

differentiations with respect to m?,

- 1
Gz, ') = G(z,2')+ giG(l)(ac,ac')7
_ A1/2I A1/2
G(z,2') = o 5(o) — o 0(—0c) |2 (m*] — ay)
20, 4 9
— I-2 2
+224(m m-a; + 2as9)
+ (20)° (m®I — 3m*a; + 6m?as — 6az) + ... (5.139)
22426 ’
AY2]
aM no o = -
(z,2) 430
A1/2 )
+53 (v — 3log2 + log|2m®a|) e
Lm2] 20 AT _om? 9
o|5(m —al)—i—ﬂ(m —2mZay + 2a2) + ...

Al/? 2
[}LmQI + i(gm‘ll —2m?a; + ap)

o2 224

+£22 <§m61 - gm‘lal + %m%z - 2%) + ]
+§r/22 [(:; ot g )

_% (%JF%JF) +] (5.140)

Several comments must be made about these expansions. First, there is
the obvious remark that they are useful only for small values of o. However,
this is precisely the domain in which we are often interested, particularly in
renormalization theory. We note that the Feynman propagator has, at o = 0,
the same types of singularity in the presence of a gravitational field as it has
in a flat empty space-time. The Green’s function G, which can be split into
the advanced and retarded Green’s functions, has a dé-distribution singularity
on the light cone and vanishes outside. We note, however, that when m = 0, it
no longer vanishes inside the light cone as it does when space-time is flat and
empty. Instead, we have

_ Al/QI AI/Q o 0.2
G = oy 6(U)+ 167 9(_0') (a1—2a2+Ma3—...) . (5141)

It is important to observe in this connection that although the expansion in
terms of the a’s can be used for G when m = 0, it cannot be used for G(1).
This may be seen from the last line of (5.140) which shows that an expansion
in inverse powers of m? is involved. When m is vanishing, alternative methods,
based either on special properties of the fields or on perturbation theory, must
be found for evaluating the Feynman propagator.
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Chapter 6

Green’s Functions: Photon

6.1 Quantum Maxwell Theory in Curved Space-
Time
In the following sections, the task will be the evaluation of the photon Green’s

functions in curved space-time. Following DeWitt’s approach and using the
minimal coupling, the full action functional for the theory is

g_/d‘lxl |1/2 _lF F/LV_M_@ (61>
B 8 4= 26 N .

The first term is the classical action functional for the field A,,, while the second
and the third ones are the gauge-averaging and the ghost ones, respectively;
moreover, & is a real parameter which accounts for the behaviour under rescaling
of the gauge-fixing coordinate K:

1
K%— —K“
NG

0 % Q,

The full action functional (6.1) can be put in the form

S [[da g2 (~5 AP A, + Lpxow) (63)
where
Pr(€) = —g"O+R" 4 (1 1)vrvy, (6.4)
PO = —-0O= —g”“VMVV.

Hence the equation for the photon Green’s functions is
g2 PMOGS) (2,2) = gy (2)5(w, 7). (6.6)

95
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By analogy with the methods of the previous sections, we introduce two non-
physical Hilbert spaces spanned by the basis kets |x, u), |z), respectively; for
them, the following orthogonality relations hold:

(z,pl2’,v) = gu(x)d(z,2), (6.7)
(xl]z)y = 6&(x,2"). (6.8)

Of course, |z) is the familiar Dirac notation for the eigenfunctionals of the
position operator which has continuous spectrum, while the index of both |z, u)
and the associated “bra” (z,u| is viewed as that of a covariant vector density
of weight 1/2. The “Hamiltonian ” operators H (&), Hy associated with P*¥ (&)
and Py, respectively, are defined by

(z, ulH(E)|2, v) P (€){z, Al v), (6.9)
(x|Holz") = Po(z|a'). (6.10)

Then the “operator” solution with the Feynman prescription is
1 .
1/4G(&)|g(1/4 — — =i [ dr e TTHO), 6.11
/G Olgl = g =i [ dre (6.11)

Taking matrix elements of the previous equation we obtain

+oo . ©
860 G @) = i [ dr (e O )
0
+oo
8| AGE) (@, ) |g(a) [V = / dr (z, 7l v;0), (6.12)
0
where '
(x, p; 7|2, v;0) = <m,u\e‘"H(5)|x',y>. (6.13)

(¢

Thus the “transition amplitude” (z, u; 7|2’ v; 0) ) satisfies the Schrodinger equ-

ation associated to H():

0
in (e prla, i 0)' = H(E) (o pirla’,vi0)' (6.14)
-

with the initial condition
(z, p; 0|z, v; 0)1) = Guv(x)d(z, 2). (6.15)

For arbitrary values of £, the operator P** (), as well as PI;\ = g, PP (€), is
non-minimal, i.e. the wavelike-operator part —g,,, [0+ R*” is spoiled by (1 —
1/§)VH#Vv. Nevertheless, if one knows <x,u;7’\x’,y;0>(5) at & = 1, one can use
this solution, here denoted by (x, u;7|2’, v; 0)(1), to evaluate (x, u; 7|z, v; 0)(6)
according to the Endo [12] formula

/¢
(@, ;72 v; 00 = (@, s 7], v; 0) Y +i/ dy V.V (z, A yla!, v; 00

(6.16)
The previous equation plays a key role in evaluating the regularized photon
Green function, as we shall see in the following.
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Once the transition amplitude is known, equation (6.12) describes the mass-
less limit of the Feynman propagator (for which one would have to add an
infinitesimal negative imaginary mass). At this stage, formula (6.12) needs a
suitable regularization. Following Endo, we use (-function regularization and
introduce a regularization parameter y* defining (any suffix to denote regular-
ization of the photon Green function is omitted for simplicity of notation):

£[1GE) (2, )/ = tim L4 / e sl 1 0)©)
v i SHOF(S-{-l) 0 s s ¥

(6.17)
It should be stressed that the limit s — 0 should be taken at the very end of all
calculations, and cannot be brought within the integral.

>(1)

The transition amplitude (z, u; 7|z’, v; 0 is known as 7 — 0 and as

o(x,z") — 0

through its Fock-Schwinger-DeWitt asymptotic expansion (DeWitt [8], [11],
Fock [14], Schwinger [28], Christensen [7])

. . oo
. ;o (D) 7 1 e  \m—2
(@ 7lal, s O o el VAIETECR 3 ()" s, (618)

lim by = guv (), (6.19)

' —x

the coefficient bivectors by, ,,,» are evaluated by solving a recursion formula ob-
tained upon insertion of (6.18) into eq. (6.14) (the same procedure has been
applied to the scalar theory in the previous sections); such a recursion formula
reads

g i = 0, (6.20)
U;)\bnjtl ITIZEDN + (n + 1)bn+1 pv’
1 A A
- = (\/Ebn w) = Rby (6.21)

In view of egs. (5.112), (5.113), the equations (6.19) and (6.20) are solved by
bO uv' = Guu'-

Now pay attention to the integral in (6.17); using Endo’s formula, we can
split it in the following way:

“+o0
L (5,€) /0 dr 7 (o7l i 0)©

+oo 1
/ dr 7% (w,p;7|x’,y;0>( )
0

+oo T/€ )
+i/ dr 7° / dy V.V (z, \;ylz’, v; 0)
0 T

I (s)+10,(s,€), (6.22)
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where
1 1.
L (5) ~ To5lel VAT Y i by Fin (i, 2"), (6.23)
n=0
B
IMV’(Svg)
1 o A 1/4 1 ~ _
~ ez 2 ViV (Igl VAl 7bn Au’Fs,n<xa$/,§)> (6.24)

n=0

and the following auxiliary functions have been introduced:

/ a(x,aﬁ) st > —s5—n i
Fsn(w,a') = (—5— dy y """, (6.25)
0
_ / n—1 9] o/2T )
Fyn(z,2';6) = (a(x,x)) / dr 7° / dyy~"e". (6.26)
2 0 o /21

At this stage, the Feynman photon Green function has the asymptotic expansion
G(f) | |71/4 1; ,u,245 STt (IA ( ) + IB ( )) | /‘71/4 (6 27)

pv’ g SLI}%) F(S + 1) pv’ § nv' 5, g g . .

6.2 Regularized Integrals

We are now going to evaluate the regularized integrals occurring in the space-
time covariant form of the Feynman Green’s function. For this purpose, we
point out that the integral in the expression of Fj ,(z,z') (eq. (6.25)) is a
particular case of the integral

I(8) = /OOC dy y~Pel® = iD(1 — B)e 25, (6.28)

Recall now that the I-function I'(2) = [;° dy y*~'e™¥, originally defined on the
half-plane Re(z) > 0, can be analytically extended to a meromorphic function,
with first-order poles at 0, —1, —2, ..., —oo. With this understanding, we write
that

"\ s+n—1 T
Foowa) =i (252) " 0@ s meFe, (629)

where I'(1 — s —n) has first order poles at 1 —s—n = —k, with k =0, 1,2, ..., 0.

In order to evaluate the double integral occurring in (6.26), we first exploit
the identity

/g/sz —ngiv _ et (p (1 87 —r(l— —'i) (6.30)
A yy e =1 n, ~ig n=ig- )| .

o/2T

where in square brackets we have the incomplete I'-function
oo
[a,z) = / du u®te v, (6.31)
xr
Hence we re-express Fi ,,(z,2’;¢) in the form

~ ’ n—1 ’ ’
Fonleai§) = (252) @ @ -y o], 632)
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where
If;f/ &) = / dr 7°T (1 —n, —i£U> . (6.33)
? 0 2T

At this stage, we are led to consider the integral
J(B,v,c) = / dz 27T (v, cx). (6.34)
0

On setting y = cz, if Re(¢) > 0, and exploiting the Leibniz rule amd the
fundamental theorem of calculus one finds (Prudnikov, Brychkov, Marichev,
Romer [25])

_ L Ta (LN (T u—l—u)ZW
J_ﬁcﬁ/o dy (dyy></y duu”""e B (6.35)

because, for Re(8) > 0 and Re(8 + v) > 0, the total derivative of

oo
yﬁ/ duu’"le
y

yields a vanishing contribution.
We can however consider the analytic extension of I'(8 + v), after changing
the variable in the integral (6.33) according to 1/7 = T', which yields:

I;ﬁ/ (¢) = lim dT T— G+ (1 —n, (e - z?) T) ) (6.36)

e—0 0

where a small positive e > 0 has been considered so as to apply the result (6.35).
In our case, B = —(s+1), v = 1—n, ¢ = e—ifo/2, and after making the analytic
extension of I'(8 + v) we find

~ "N\ Stn I'(—s —
Funleo's€) = - (22) " e D oy, (ea)

where I'(—s — n) has first-order poles at s +n =k for all k =0, 1,2, ..., 00.

6.3 The Feynman Photon Green Function

Our formulae (6.29) and (6.37) should be inserted into (6.23) and (6.24) to work
out the asymptotic expansion of the Feynman photon Green function: For this
purpose it’s crucial to take the limit as s — 0 at the last stage. Hence we find,
as ¢’ approaches x (which implies o(z,z’) — 0),

. 2s
G~ L lim A __g© 6.38
™ Tom? W0 s 4 1) I () (6.38)
where, after having defined
2 (55—&-1 _ 1)
U, Ms;&) = o V.V, 6.39
np (816 oz, )" (s+n)(s+1) " (639

Bn v’ (S) = bn )\u’\/Z(xv xl)(J(.’E, x/)/2)8+n7 (640)
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we write -
)(5) = Y T =5 =)0, , N(5:6) By s (s). (6.41)
n=0
What is crucial for us is the s — 0 limit of the sum in the previous equation.

Indeed, on studying first, for simplicity, the case when the gauge-field operator
reduces to a minimal (wavelike) operator, i.e., at £ = 1, one finds

G0 = 22 S o) (6.42)
’ n=0

having defined

fo o (8) =T (1L =5 —=n)b, .. (o(, 2')/2)5t". (6.43)
Since by ,,,» = g, we therefore find
1) o 2VA(z,2) 2\F (x,2")
g’“’/ 0) = o(x,x’) Guur + e—>0Z P (5), (6.44)

which is very encouraging, since the first term on the rhs is precisely the first
term in the Hadamard asymptotic expansion at small o(z,z’) (Christensen [7]
). On the other hand, the Hadamard Green function is, apart from a factor 2,
the imaginary part of the Feynman Green function, in agreement with formula
(6.38). Eventually, we find therefore, at small o(z, '),

© . L _VA@a) (=1 ¢ o
R v =1 By
le 82 U(Z‘,I/) +7;6g# * 1672 sl—>r% 3(3 + 1) V“V 0A (8)

YT s )0 A5 0] (6.45)

i.e., the “flat” Feynman propagator, with the ie term restored, plus correction
resulting from the gauge parameter (£ # 1 leading to a non-minimal operator)
and from the non-vanishing curvature.

A further crucial check is whether our infinite sum (6.41) is also able to
recover the familiar log o(x, 2") singularity, which occurs for massive theories in
flat space-time and, more generally, even for massless theories (as in our case)
but in curved space-time. For this purpose, it is enough to set £ = 1 and focus
on the sum in (6.42). Such a formula can be studied with the help of the Euler-
Maclaurin formula (see Appendix B and Wong [34]), which provides, among
the others, a term given by the integral (herafter, since the discrete summation
index n is replaced by the continuous variable z, we consider the coefficients
b functions of z that reduce to the coefficient bivectors b for z =n)

S (8)
(z, ')

= /Ooo dzT(1—s—2)b, . (0(x,2)/2)* !

z pv' n puv!

1
= (o(z,2") /2)5{ /0 dzT(1—s—2)b, ez Dlesle(@a)/2)

+/ dzT(1— s — 2)b, ,,,eF~Dlsle(@a)/2) } (6.46)
1
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At this stage we set z — 1 = y in the second integral in curly brackets on the
rhs of the previous equation; then it becomes

_ Y~ 0 ’
Ju (s) = </0 dy —|—/ dy ) L(=s—y)b, 1 W,eylog("(z’z )/2), (6.47)
-

We begin to understand what happens: at small o(x,z’), the integrand in (6.47)
becomes exponentially damped, so that the resulting asymptotic expansion is
obtained from integration in the interval [0,y*] for some y* in a small neigh-
bourhood of the origin. Here we first expand ev1oe(a(@.2)/2) gt small y for fixed
o(z,x'), and eventually take the o(z,2’) — 0 limit. Such a procedure yields the
asymptotic expansion

J.U«V’(s) ~ log(a(x, x/)/2) Ay dy F(_S - y)berl pv’e (648)

On taking the s — 0 limit we therefore recover the familiar log(o(z,z')) sin-
gularity of the photon Green function, which results from the non-vanishing
Riemann curvature (in Minkowski space-time, the corresponding b , would

. . y+1 pv
instead vanish).

6.4 Second Derivatives, Stress-Energy Tensor,
Effective Action

In this section it will be shown that, given a field theory (in the present case,
quantum electrodynamics), there is a close relation between second derivatives
of the Hadamard Green’s functions, stress-energy tensor and effective action,
following the footsteps of Christensen [7] and DeWitt [9]. In a classical field
theory, the stress-energy tensor can be obtained as

w208 (6.49)

NER

For a free theory, this object is quadratic in the fields; when dealing with the
associated quantum theory, the expectation value of this observable is, in gen-
eral, divergent: this happens because the two field operators are taken at the
same space-time point. An useful way to regularize the expectation value of the
stress-energy tensor is to insert into the formal expression for T#” not the field
operators themselves but operators that have been smeared out by means of a
smooth function s(z) of compact support:

bulz) = / d'y s(z — 1)o(y). (6.50)

The resulting operator is well defined and the behaviour of its (finite) expecta-
tion value may be studied as the size of the support of s(z) tends to zero. A
regularization method equivalent to the one of the smearing method but easier
to apply in practice is simply to separate the points at which the two fiels in 7"
are taken and then to examine the tensor as the points are brought together
again.
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For the action functional (6.1), the stress-energy tensor is

(6.51)

(6.53)

(6.54)

(6.55)

2 58
m = =Ty + lTua’il e + LT‘MVOS ’
\/|E| 5gl“/ Maxwell £~ gaug /€~ ghost
where
6SMaxwell o / 1
T = = dz (= \V2p, v 6.52
Maxwell 59W 69;“] z 4|g($)| M ’ ( )
v _ 5Sgauge o 5 4 1 1/2
Toauge = OGpv B ) /d v *§|g($)| / A )
0Sahost 1)
s _ ghost __ 4 o 1/2
Tghost - 69#” - 5guy/d T ( |g($)| XD'M))
T{1 wen calculations:
5(~41g]! 2 Fy )
= —1FuFe(9")(9")(0]g|"?)
—1FuFpe(69")(9"7)(I8]'/?)
—1FuFpe(9"") (59" (lg]'/?)
= —1FuFoe(g")(9"7)(31e"*9"" 5gas)
—1F Foo(—9" 9" 5gap) (9”7 (1g]"/?)
—2FuFpe(9")(—9"" 97" 3gas) (8]"/?)
= _%FMVFHV|g|1/29aﬁ69aﬂ
—3F°, FPP1g]"25g,.
Therefore

Tl\l;[l;xwell = _Fup PP — iFOLBFaBgMU'

(6.56)
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N
Tgauge

calculations:

5 (=Sle(@)2 (an,)%)

~3(lg(@)[?) (ax,,)"
lg(@)['2) A", [6(g" V0 A

2
—(

(e} L 2
—1(%1g(@)' 9P 6gap) (A™,,)
—(|g(@)['?) A", [6g"'V Ay + " 5D, Ay
—Lg(a)/

" [5 P*(0gavin + 0gauw

lg(z

(@)[Y2 (A",,)" g% gas
+g(x)| /2 A, g“"g”ﬁégaﬁv A,
+lg(x)| AT, g oTE A,
—Hg@)* (4",,)° 9°78gas
+g(x)|/2 A7, 59 g AP
+Hg(@)'2 A7 g
—Lg(@)[V2 (A",)° 9P 8gap
+g(a)[/2A",, 5g B AXP

(z)
+g(@)[/2 A",

HUAaégow;u

Integrating by parts on the last line, one obtains

Therefore

%
gauge

(2 (4,

—jlg(@)|/? (A
+lg(x

~lg(a)['/2A",
+3lg(2)2 A",

-3 (4,

nud

(- 3le@) 2 (42,)°)

)2 *?5gap

)|2An, Aa’%g 5

P A% G —
A9 o9 +
+ 344,47 ) |g(@)[ 26" 3gas
ma A8 4 A,I”’BA"“) |g($)|1/259a5-

lg(2)[V/2 A" g
% ‘g(x”l/ZAn;nAa;aguuéguV

- FZVAP):I

- 59#!/;«1)} Ap

— 3la(@)|P AT, A% G 5 g e

HA® 0o

= (3 (%" + 470 %) 7 = (A4 A4,
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(6.57)

(6.58)
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calculations:

)M x )

—6(|g(@)["*)x0 — |g(x)|"/*xd ()
—318(@)|"*)xTg"" 8g,,

—|g(@)["/*Xx0 (60,00 — g""T%,0,0))
—Lg(@)|"2xO0bg" g,
lg(@)"2xg"* 9" 8 gap0u 0
—lg(x)"*xg"* ¢"?5gapT", 000

= =

+ l\D\»—t

(2)

(z)

(2)

(z)

(z)

+g(@) |2 xg "o, 01

(@) X0 g"" S,

+Ig(ﬂf)ll/ X" 9" 6 gaptbiwn
@) xg"*(39°"(V 1u8Gun + Vu8Gpn — Vb)) Dpth
(z)
(z)
(z)

()| * X0 g™ 6 g,
|1/2

4
0

l\)\»—l

+lg(@)|"*xg"* 9" 6 gap b
+|g z |1/2ngugpnégun;uap¢ - %|g(x)|1/2ngugpn59;wmapw~

Integrating by parts on the last line, one obtains

Therefore

—3ls(

—518(@)| A XTW g™ Sgpu

)
+g(@) "2 xg"* 9" 5 gaptbp
)

(
—lg(@)["*xg"" 97" guntson — |8(@) | X" 97" G
+%|g(x)|1/2X;nguﬂgpnég;ww;p + %|g(x)|1/2ng'ugpn6guu'(/};pn
)X, g™ 5,0
+g(@) V2 xS gag
*\g(I)P/QXZZJmV(SQun - \g($)|1/2X;“%/1m59;m
1 1/2 ) 41 L/24, gVl M6
+2 |g( )| X 77’(/} gMU |g($)| Xg 1p;’r] gul/

8

318 X0t 9" 89 — la(@)[V2 O + XY 69

Thost = Xa® g = (XH™ + X9t . (6.59)

In order to exploit the point split method, we write

ApaApo
= %AMQAP;U + %Ap;oAu;a
= % [Apsar Apso] 1
= lim {i [Apias Aol + 3 [Apiar Apol } (6.60)

z/—x

where [, |+ is the anti-commutator. On the last line, we can pass from the clas-
sical fields to the quantum operators; then, evaluating (6.60) between (out, vac
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and |in, vac) and recalling that, up to a numerical factor, the matrix element of
the anticommutator function is the Hadamard Green’s function, one obtains!

ApaApe — lim { G 4 IG(H }, (6.61)

e pp'sao pusoc

where, in order to avoid any confusion with the Feynman Green function in the
minimal case ({=1), the Hadamard Green function shall be named a W, .Ina
similar manner

ApvpAo = [AH»W??A J+ + l[Au wip's Ao+

. H H
= Tim {1650, + 3650, (6.62)
and () | 160D
Yt = T {365 + 2601 (6.63)

where G)(z,2') is the Hadamard Green’s function for the ghost fields.
Hence the point-split method yields

(T ) iawen = § lim. {g’”(gwgﬁ P—1g°Pg1P) e

o) 1) et at)

ou'ipy po'syp pY o ¥p'spo’
Gl = Ol = G = O | (65)
ey = i { = 40 G+ G )
L0 G+ Gl (6.65)
ey = -4t {4 6 (6.60)

where the DeWitt supermetric has been introduced:
EHYPT — gupgm— + gHTng _ g””g’". (667)

We should now specify in which order the various operations we rely upon
are performed. Indeed, in the evaluation of the Feynman Green function, we
first sum over n and then take the s — 0 limit. Here, we eventually obtain

1Tt should be pointed out that this is an abuse of notation: given for example two 2-

point tensors B, C, whose components are B,,,/, C,,,, respectively, you can only sum the

homologous components pertaining to the same point: in fact
B, +Cypyr
does not define a 2-point tensor; therefore, throughtout the following,

Jim {Bu +Cyop}

(hmB )—I—(hmc )
"L'A)Z' 1'4)1'

which is, of course, a well defined tensor at x.

stands for
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the energy-momentum tensor of the quantum theory according to the point-
splitting procedure, with the understanding that the coincidence limit limg: .
is the last operation to be performed.

It is clear from (6.64), (6.65), (6.66) that our analysis of the stress-energy
tensor is virtually completed if we can provide a closed expression for the coin-
cidence limit of the second derivatives of the Hadamard Green function. It is
easy to see that divergences appear; in the minimal case (§ = 1), the divergent

part of nyg,); pre 18 of the form (Bimonte, Calloni, Di Fiore, Esposito, Milano,
Rosa [3])

llj}l(l) {F(e)([bl 'yﬁ’;pr’] - %[bl ’yﬁ’]RPT - %F(€ - 1)[b2 'yﬁ’]gm'} ; (668)
with the convention that the coincidence limit lim,/_,, has to be taken for the
quantities in square brackets.

In many applications, we are interested in finding

(T*PYva¢ = (in, vac|T*’|in, vac) (6.69)

the vacuum expectation value of the stress-energy tensor in the vacuum state
defined prior to any dynamics in the background gravitational field. This quan-
tity, properly regularized and renormalized, gives us all the information we want
about particle production and vacuum polarization. It is the object we choose
to use as source in the semiclassical gravitational field equations,

G,uu = <T;Lu>vaca (670)

when doing a back-reaction problem. So why are (T°#)matrix the Green func-
tions and their divergences interesting? The answer is the following: DeWitt [9]
showed that

<Taﬂ>vac — <Ta6>matrix + <Tozﬁ>ﬁnite’ (671)
where (T°P)finite is zero when there is no particle production, is always finite,
and satisfies the conservation equation (T aﬂ}?ﬁnite = 0. The divergences appear-
ing in (T2P)va¢ and (TP)matrix are identical. Regularize (T9F)™ax and you
have regularized (T*#)¥2¢. Regularizing (T*?)2° gives:

<Taﬁ>matrix _ <Ta5>div + <Taﬁ>matrix,ren’ (672)

where (T°?)4V contains the infinite pieces which we will renormalize away by
adding infinite counterterms onto the classical action for the gravitational field
and (TP )matrixren jg the remaining finite physical part of the matrix element.

Renormalizing (T%%)4V away also gives us a renormalized (T%%)vac
<Ta[3>vac,rcn — <Taﬁ>vac _ <Taﬁ>div
_ <Ta,8>matrix,ren T <Ta,8>ﬁnite’ (673)

to be used as the source in (6.70).
Another important fact is the close link between Feynman (and Hadamard)
Green’s functions and the so-called effective action: DeWitt showed that

1/2 IWeg

<Ta6>matrix _ 2|g|—
§gaﬁ

, (6.74)
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where
Weg = —ilog(out, vaclin, vac). (6.75)
Having defined
Weg = / d*z Leg, (6.76)
he also found that
0
Lt = Im lim tr— (\g|1/4(a:)G(x,m’)\g\1/4(m’)) . (6.77)
o=z OO

Thus the renormalized effective langrangian is
Leff,ren = Lot — Ldiva (678)

where Lg;, can be evaluated by means of the divergent part of the asymptotic
expansion of Feynman and Hadamard Green’s functions.

Interestingly, the divergent part of the one-loop effective action for the quan-
tum version of Einstein gravity has been recently discussed by Giacchini et al.
[17] in relation to renormalization group equations for the Newton constant and
the cosmological constant; the reader may find there an up-todate discussion of
the concepts just introduced in our chapter.

6.5 (T°°)4% Calculations

In this section we will show the results of the calculation pertaining to the
divergent part of the coincidence limit of the Hadamard Green function and
their application to the evaluation of the divergent part of (T*%); the divergent
part of the Hadamard Green function is (see (6.68)):

div
[Gg’;?w,} = 1im {T()([by - 5r.rr] — 2By ] Rpr — 1T(e = 1)[by g ]gpr b

e—0
(6.79)

Thus, defining

Sk;u/p = _%(R)\Vp,p + R)\p;uj)a (680)
using

1 (_1)k F(E) =1 + 0(1)7
Tle—k) =~ O(1), fork=0,1,2,.. = e
(e =) e k! +0Q), for {F(el)iJrO(l)
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and the following coincidence limits (see Appendices C, D for the derivation of
some of these and Synge [32], [31], Christensen [6], Birrell and Davies [4]):?

[bl pv’ aﬁ’} = *[bl uv/;aﬁ} + [bl uv/;a];ﬁv

[b1 ] = Rg,“, = Ry,

[bg ,“,,] lRRW — lDRW + lRMpR”
—5RP, Ry oy + (H R+ H0R

- 1 R URpU + ISORPU/\ Rpa)\w)guz/a

[b1 il = 55 (R p T 2Rp N 1RHV P 6R,“,wp o

[bl ;w/;pw] = _§[b1 /\V/]Ru)\pw 5{_%RQWRW - Rw;pw
+%R2R/\upw - TIQRRquw - %R,);\R/Lukw
*%RQRMW\/} + glwgw[\/g;wpw] + 9 (G appwl b

[‘/E;aﬂvé] = _%{[U;ppaﬁ'yzs}
—5(RapR’ 55+ Rpp R 5 + Ryp R o5 + R5pRY )
+5(RapS’ 5,5 + RppS o5 + RypS’ g5 + RopS 05,
_%(RGBRW + RayRps + RaéRﬁv)}y

[gaﬂ’;waf] = _i(RaBW;UT + Rapuoswr + Raﬁw;wf)
l(RaﬁpTS”WU +R SPpr + R S por +
+RoppuS
_E(R BMR/MW + Rpﬁ;wRPch + RaﬁpTRpuwf
+Roppo B e + 1%”5WRPOMr +R,, R

Bro " popTt
+R 5 Ry + R 0 Rposr + R BY
+R

aBpo afpv

l/O"T)

papo afpv

R’

pnoT

afup VO'T)’

[U;ppaﬁ'yts} = _%(Raﬁ;% + Ravy;p5 + Rasipy
+Rgyias + Rpsiay + Rysiap) +

_%(Rgspﬁ”ﬂs + Rgspa'yé + Rg‘s’paﬁ(;
+R§Spa5’}/) - %(R(SpRpaB,y + prRpOtB(S
*%(SPTaB Sprys + 570 Sprs + S a5 Sr87)

1
—15 (8 gy Bps + 5 55 Ry + 57 o5 R
Spﬁy(SRp(X)a

(6.84)

(6.85)

(6.86)

(6.87)

(6.88)

(6.89)

2The author’s thanks go to Dr S. M. Christensen for his kind help in the derivation of egs.

(6.88), (6.89).
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one obtains
div 1
(H) - =
[Gvﬁ’ ;p'r’} T € °

hd [gB’Y g/”'(_ﬁf{&lazRala2 + ﬁlélRQ

R Roreaesas L LOR)

+360 Qo230

+gﬁ’y(_1ng5Ra1a2a3p T 135Ra1a2asp
— 83 Ra )R + §5Rpr — ¢5s0OR,r + ;xR R,y
4775R0{1QQR0¢2PO¢17 + 2710RP011;Q17' 1 R

+9p7(%RmﬁR$1 - %DRB’Y - %R Rﬁ'v

_iROLlOQaSBRalazaa'y) + %Rﬂ’Y RPT
1 RalpazﬂRaﬂazw + TIQRalpag’yR

7$R75alp; Lt %Rvﬁaﬂ;alp + %REIR‘“’YW

_%R?,IRozlﬁpT - %Rﬁv;pf - TlgR Rpypr]- (6.90)

Ralazag Ra1a3a2

T

T, P)

alTQQB

In order to obtain the divergent part of (7*?), one also needs:

1. Equation (1.142), i.e., a relation between field Green’s functions and ghost
Green’s function; in our case, (1.142) yields the following equations, also
known as quantum Ward identities:

—qn = g v (6.91)
-G = ¢*® .~ (6.92)

H)  _ (H) v
=Gy = G (6.93)
(H) _ H) p
-G, = G0, (6.94)
2. An expression for the dlvergent part of the coincidence limit of el po W and

GH) in terms of G they are easily obtained using the parallel

po’iu'v! po’ HV"
displacement matrix:
(H) _ [ B’
[Gpa IW:| - _GPU w9 v
R e 8’
- _Gpa’;uﬁ/} 9 V}
_ [a B
B _GPJ/'#ﬁ'} oy
= |G (6.95)
(H) _
|:Gpa % l/i| - Gpa ﬁu’g i|

G H,) } (6.96)
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Then the final result is:

<T/u/>div _ 1.

€
o [QMV(_%RQBRQB + T74R2 + iRQB—ﬂsRayﬂé
— 155 Rapys BP0 + {,0R + &R, 7
180 ftafyd 120 12 %ap
+g"* 9" (B3R’ Ryasp + 1555 B0 Ryscs
5
_%RW Cachéﬁ + nggRa'ng
1 % 0%
+@(R0¢’Y; B + RBW; a)
1
+51(Ros” + Rae)
— 1t Rias + 5 R Rap — 80Rap))- (6.97)

Although the expressions for the divergent part of [GEYI;,) pT,} and (T#)4¥ may

seem cumbersome, a more careful inspection shows that they result from a very
large number of terms: by looking at the coincidence limits eqs. (6.82)-(6.89),

it is easy to see that each divergent part of {GE,I;/) o
of eighty contractions variously involving the metric tensor, the Ricci and Rie-
mann tensor, and that (T#¥)41V is obtained by summing thirty of these objects;
therefore expression (6.97) for (T#¥)41V is obtained from a careful handling of
more than two thousand terms. For this purpose, a program has been written in
FORM, which is a symbolic manipulation system whose original author is Jos
Vermaseren at NIKHEF (see Heck [21], Vermaseren, Kaneko, Kuipers, Ruijl,
Tentyukov, Ueda and Vollinga [33] and the courses [1]).

} is obtained from the sum



Conclusions

In this work a powerful formalism for gauge field theories has been introduced
and has been used to obtain a manifesly covariant quantization of such theories,
even in curved space-time; then special attention has been paid to the evalua-
tion of propagators for scalar field theory and Maxwell’s theory and, through
the point-splitting method, the stress-energy tensor for Maxwell’s theory has
been derived in terms of second derivatives of the Hadamard Green function of
the electromagnetic field. Last, an original computation has been presented: a
concise, explicit formula for the divergent part of the stress-energy tensor: it was
obtained from a careful handling of more than two thousand terms; for this pur-
pose, a program has been written in FORM, which is a symbolic manipulation
system whose original author is Jos Vermaseren at NIKHEF.

The results obtained are interesting in the context of effective action in
curved space-time, whose divergent part is essential to discuss renormalization
group equations for the Newton constant and the cosmological constant; more-
over, they can be used to obtain a proper source in the semiclassical gravitational
field equations, when doing a back reaction problem, for every background grav-
itational field.

It would be of great interest to further generalize these results and study
the case where the gauge group is no longer Abelian, i.e., SU(N)-Yang-Mills
theories with NV # 1, or the dynamical fields are no longer bosonic, i.e., fermionic
and supersymmetric field theories. Nevertheless, in the author’s opinion, the
most fascinating element of investigation would be to frame the present work
in a more general context of quantum field theory in curved space-time: it is a
realm where the idea of particles as unitary irreducible representations of the
Poincaré group (cf. the work in refs. [15], [16]) ceases to exist (together with the
possibility to place them in the momentum space), since the isometry group for
the dynamical gravitational field is the diffeomorphism group; progress can be
made in this direction deepening the understanding of the infinite-dimensional
manifolds, which arise quite naturally when dealing with quantum field theory
and its interaction with gravitation.
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Appendix A

Superanalysis

A.1 Supernumbers

Here the basic ideas behind supernumbers and superanalysis will be introduced;
we refer to [10], [11] for a detailed discussion and for the introduction of super-
vector spaces, dual supervector space, supermanifolds and super Hilbert spaces.

Let (*,a =1,..., N, be aset of generators for an algebra, which anticommute:

¢i¢P=—C"¢" (¢)?=0,  Vab (A1)

The algebra is called a Grassmann algebra and denoted by Ay. In this work
the formal limit N — oo is always taken, and elements of the algebra, when
expressed in terms of the (¢, are formal series.
The elements of A, are called supernumbers. Every supernumber can be
expressed in the form
z=zp+zs, (A.2)

where zp is an ordinary complex number and

oo

1
zZg = Z ﬁcal...anca”"'cal (A?))

n=1 "

the ¢’s also being complex numbers. The ¢’s are completely antisymmetric in
their indices, and summation over repeated indices is to be understood, zp is
called the body and zg the soul of z. If (*z = 0 for all a, then z = 0.

Every analytic function on the complex numbers may be extended to a
supernumber-valued function on A, by the formal series

oo

IEEDIETLIENES (A.4)

n=0

Let m : Ao, — C be the mapping that replaces each supernumber by its body,
and let zg be a singular point of f’W(Am) = C. Then every element of 771(2) is
a singular point of f.

One may consider matrices whose elements are supernumbers. The body
or a matrix is then defined as the ordinary matrix obtained by replacing each
element with its body. The soul of the matrix is the remainder. A square matrix
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has an inverse if and only if its body is nonsingular. The inverse is unique and
is expressible as

M~ =Mg'— Mg"MgMy' + Mg'MsMp " MgMy" — ... (A.5)

Every supernumber may be split into its even and odd parts:

Z=u-+v,
=1
u=zp+ Z Wcalu.aznga%-“calv (A6)
n=1 :
o) 1 . )
v=2 mcm...azn+£ Lt (A7)

n=0

Supernumbers that are either purely odd or purely even are called pure. Odd
supernumbers anticommute among themselves and are called a-numbers. Even
supernumbers commute with everything and are called c-numbers. The set of
all c-numbers is a commutative sub-algebra of A, denoted by C.. The set of
all a-numbers is denoted by C,; it is not a subalgebra. The square of every
a-number vanishes.

A.2 Superanalytic Functions

Let f : C, — As be a supernumber-valued function on C,. f is called super-
analytic if it satisfies the following condition: Let v be an arbitrary element of
C,. Let v be given an arbitrary infinitesimal a-number displacement dv. Then
its image f(v) in Ay suffers a displacement which, for all dv, takes the form

_
af (v) = dv lzﬂw] = [fmjvl v, (A.8)

where the coefficients d /dvf(v) and f (v)g /dv are independent of dv and de-
pend (at most) only on v. These coefficients are called respectively the left and
right derivatives of f with respect to v.

It can be shown that the general solution of eq. (A.8) is

fw)y=a+bv, a,beA. (A.9)

That is, a superanalytic function of an a-number variable is simply a linear
function. It is therefore superanalytic everywhere in C, (no singularities). If the
coefficient b in (A.9) is pure, then

d ]

— = (-1)%, — =b, A.10

@) = (1%, ) (4.10)
where a symbol appearing in an exponent of —1 is to be understood as taking
the value 0 or 1 according as it is c-type or a-type. Superanalytic functions
f:C.— Ay on C. are defined similarly:

d

ki
df (u) = du [duf(u)] = [f(u)du] du, (A.11)



A.3. FUNCTIONS OF REAL VARIABLES 115

but here the similarity ends. Since du is a c-number, it follows that

d @

= fw) = F) 5 (A.12)

Then there is no need to distinguish between left and right derivatives. More-
over, the class of superanalytic functions on C, is infinitely richer than the class
of superanalytic functions on C,. The general solution of eq. (A.12) is

F@) =3 faran ()G (A13)
n=0 "

where the f,, . 4, are extensions, as in (A.4), of analytic functions of an ordinary
complex variable.

A.3 Functions of Real Variables

To define real supernumbers one extends the rules of complex conjugation (de-
noted by *) from C to A, by adding the relations

¢ =(¢* forall a, (A.14)
(242 =242 () =2"2* forallz, 2’ € Ao. (A.15)

z is said to be real if z* = z, imaginary if z* = —z, and complex otherwise.

The sets of real elements of C. and C, are denoted by R, and R, respectively.
The product of two real c-numbers is a real c-number. The product of a real
c-number and a real a-number is a real a-number. The product of two real
a-numbers is an imaginary bodiless c-number.

A function from R, to Ao, need not be the restriction to R of a superanalytic
function on C. to be differentiable in the sense of eq. (A.12) with du restricted
to Re. Any C* function on the real line R can be extended to a C*° function
on R. by the following analog of (A.4):

f(z) = Z %f(")(xg)xg, z € Re. (A.16)
n=0

Differentiable functions on R, are all restricted, as in eq. (A.9), to have the
linear form

fx)=a+bx, ab€Ay, x€TR,. (A.17)

No functions on R, other than those having this form will be considered in this
work.

A.4 Integration

The theory of integration may be generalized from the ordinary complex plane
C to C.. If f is a superanalytic function on C., then line integrals fc f(z)dz, C C
C., depend only on the endpoints of the curves C' and on the homotopic relations
of these curves to the various singularities of f (note that the singularities all
have the form 7~ !(zy) N C., where zj is a singularity of f in C). An integral
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fc f(2)dz over a closed contour intersecting no singularities is, as in ordinary
analysis, equal to 27¢ times the sum of the residues at those poles that are
trapped by the contour. If f has the general form (A.13), then the residues may
be arbitrary supernumbers.

Integration on the real line may be similarly generalized to integrals over
curves in R.. If f is a smooth function on R. (it does not have to be analytic),
then the line integral fc f(z)dz,C C R., again depends only on the endpoints
of the curve C.

To obtain a useful integration theory over R, one cannot use measure the-
oretical notions and hence one proceedes purely formally. This is because line
integrals of functions of the form (A.9) on C,, or (A.17) on R, depend on their
contours, not merely on the endpoints, even though there are no singularities.

Since (A.17) is linear in z, to give meaning to the symbol [ f(x)dz one
has only to decide what meaning to give to the symbols [dz and [ zdz. The
integrals of all other differentiable functions are then determined by the rules

[ @)+ @iz = [ @t + [ gla)aa. (A.18)
/af(x)dx = a/f(a:)dx, a € Ao (A.19)

In choosing the basic integrals it proves fruitful to be guided by analogy with
the equation

d
/ T f(@)dz =0, (A.20)

which holds for smooth functions on R, satisfying f(+o0) = 0, if the integral
itself is taken between —oo and +oo. If one requires (A.20) to hold also over
Ra, then one must necessarily have

/dw =0 (A.21)

while f xdx must be set equal to some constant supenumber. These rules were
first introduced by Berezin [2] who set [xdx = 1. It proves to be somewhat
more elegant to set

/mdx = (2mi) "2, (A.22)

Equations (A.18) to (A.22) together imply the law of shifting the integration
variable and the law of integration by parts:

/f(x+a)dx = /f(m)dx, (A.23)

<_
/ o Lot = [ @) g9t (A2)

None of the integrals (A.18) to (A.24), when taken over R, is to be understood
as associated with a contour in R,. The symbols [ ...dz are thus purely formal.
The “volume element” dx, however, will be treated as if it were an a-number in
the integrand. Hence [ dz = — [ dzz and, in multiple integrals, [ f(z,y)dzdy =
—f(z,y)dydx. Note that when one is dealing with (linear) functions of a single
a-number variable, Berezin’s rules appear fairly trivial. They become less so
when one is dealing with (multilinear) functions of several a-number variables.
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A.5 Matrices and Shifting Indices: Supertrans-
pose

Consider a matrix whose elements are supernumbers, with the following block

form
A B
k- (28) )

where the elements of the square submatrices A(m-dimensional) and B(n-di-
mensional) are c-numbers and the elements of the square submatrices C and D
are a-numbers. If we denote the elements of the matrix K by (jK i), we can
estabilish the following way to shift its indices:

K~ = (=10 K (A.26)

The matrix K~ = (“K~}) is called the supertranspose of K. The supertrans-
pose obeys the following standard rules:

(K1K32)™ = Ky KT, (A.27)
K~ =K~1 (A.28)
In the theory of supervector spaces one encounters four types of matrices, one

type possessing indices positioned as on the matrix K above, and three other
types exemplified by matrices L, M, and N with indices positioned as follows:

ir,. M.

79 7 (]

IN®. (A.29)

The supertransposition rules for these matrices are

L7 = (=1)itDIL (A.30)
(MY = (=1)" M, (A.31)
IN™ = (=1)9IN", (A.32)

These rules make it possible to write

K™ =K, L~™=L M~ =M N~=N, (A33)
(Lila)® = 5Ly, (MN)™ = N~M~, (A.34)
L~t=rp7 MhTl=MT, NYTL=NTY (A35)

Note that inversion leaves the types K and L unchanged but interchanges types
M and N. Supertransposition, on the other hand, leaves the types M and N
unchanged but interchanges the types K and L. Matrices of types M and N
are said to be supersymmetric if M~ = M and N~ = N. They are said to be
antisupersymmetric if M~ = —M and N~ = —N.

It is also convenient to introduce the symbol 1, ) to denote the (m,n)-
dimensional unit matrix and, in block form, to write

1, O
l(m,n) = < 0 1n) (A.36)
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A.6 The Supertrace and Superdeterminant

For matrices of types K and L, which have one upper index and one lower index,
one may introduce the supertrace:

strK = (—1)", K7,
strL = (—1)"'L,

i

(A.37)
When K or L is expressed in the block form (A.25) the supertrace becomes
strK = trA —trB, (A.38)

where “tr” denotes the ordinary trace.
The definitions (A.37) guarantee that the supertrace is invariant under su-
pertransposition

strK™~ =strK, strL™ =strL. (A.39)

They also have the more important property of yielding the cyclic invariance
laws:

StI‘(KlKQ) = Str(K2K1)7 StI‘(LlLQ) = StI‘(LQLl)7
str(MN) = str(NM). (A.40)

The cyclic invariance laws permit one to define a superdeterminant, also fre-
quentily called Berezinian, by integrating the variational law

d(logsdetP) = str(P~15P) (A41)

starting from the boundary condition
sdetly, , = 1. (A.42)
Here the matrix P may be of any one of the four types. It can be verified that

sdet K™~ = sdetK, sdetL™ = sdetL,
sdetM™ = (=1)"sdetM  sdetN~ = (—1)"sdetN (A.43)
sdet(P; Py) = sdet(P;)sdet(Ps). (A.44)

From the variational law it is easy to compute the superdeterminant in the
following simple cases:

sdet (g‘ g) — (detA)(detB) ", (A.45)
In XY\

sdet ( 0 1n) =1, (A.46)
In 0Y)

sdet (Y 1n) =1. (A.47)

where “det” denotes the ordinary determinant.



A.7. INTEGRATION OVER R]* x R} 119

A.7 Integration over R x R/

We return now to integration, specifically to multiple integration over R7* x R}
which, like integration over R™, can be defined simply by performing sequences
of ordinary integrations over R. and R,. Denote the coordinates of a point =
of R™ x R? by z'. Latin indices will be understood to range over the values
—n,...,—1,1,...,m with the negative values distinguishing the a-number coor-
dinates. One sometimes wishes to focus on the a-number coordinates, or the
c-number coordinates, by themselves. In that case Greek indices from the first
part of the alphabet will be used to distinguish the a-number coordinates (e.g.,
%, 2P, 27, etc.) and Greek indices from the middle of the alphabet to distin-
guish the c-number coordinates (e.g., =¥, x¥, z*, etc.).
The volume element in R* x Ry is defined to be

dmre =D 20t demde de T, (A.48)

the factor i("~1)/2 being included so as to make d”"z formally real. A dif-

ferentiable function f on R]* x R must be linear in each of the a-number
coordinates separately (see eq. (A.17)). Therefore it may be expanded as a
power series in the x® terminating at the term of nth degree. This term may
be expressed in the form

gz, 2, .. ™)z, (A.49)

g being a function of the c-number coordinates only. It is an immediate conse-
quence of the laws (A.21) and (A.22), together with the anticommutativity of
the x¢, that

/ f(x)d™" e = (2mi) ™2 (—i)n(n—D/2 / g(zt, ..., z™)d™x, (A.50)

where d"z is the volume element in R7". Integration over the c-number variables
proceeds just like ordinary integration.

A.8 Transformation of Variables and Gaussian
Integrals

Here we report two important formulae: the first one pertains to transformations
of variables, while the second one to the evaluation of Gaussian integrals.
Suppose we perform a transformation of variables in the integral of the form

' :El(x),

then the following holds
/f(i)dm’"_ = /f(x)Jdm’”:c, (A.51)

with J = sdet(; 2").

Let now M be a nonsingular supersymmetric matrix of dimension (m,n),
the elements ; M; of which have their indices in the lower position. The super-
symmetry relation

M = (=1)" M, (A.52)

L)
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implies that M has the block form

A C
M= <—C’N B> , (A.53)
where the nonsingular submatrices A and B have the symmetries
A~ =A, B~ =-B. (A.54)

The antisymmetry of B implies that n is even. Suppose the elements of A are
real c-numbers, the elements of B are imaginary c-numbers, and the elements
of C' are imaginary c-numbers. Then the quadratic form z*; M;z7, where the
2’s are the coordinates in R* x R}, is a real c-number.

Consider the imaginary “Gaussian” integral

I= /ei(f’“ka“). (A.55)

The following result holds

I = (2md)™™™/2 (sdetM) ™2 (A.56)



Appendix B

Euler-MacLaurin formula

The Euler-MacLaurin formula (see Hardy [19], Sansone [26], Schwartz [27],
Wong [34]) used in chapter VI, section 3 asserts that, if f : [0,00[— R is a
function having even order derivatives which are absolutely integrable in (0, o),
then, for all k =1,2,...,00

k m—i B2
- / fla)de = N+ £ (k) — 21 (0)] 4 R (B),

2s)!
} (B.1)
where Bgg are the Bernoulli numbers, and R,,(k) is the reminder term, ma-
jorized by

el

|Rim (k)| < (22" (B.2)
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Appendix C

Coeflicient Bivectors:
Coincidence Limits

We will prove some of the coincidence limits listed in Chapter VI, i.e., egs.
(6.83), (6.84), (6.85), (6.86). Consider the recurrence relation (6.21) for the

coefficient bivectors b,, ,,:

L
VA

Since bg yr = guur, for n =1 the previous equation is:

A _
o' by, uv'x T nby, Iz

(VBba-1 ) 3 = R)bn1 a0

. 1
b1 prix + b1 s = VA (\/ngw’) A= Bigaw
1

= 7= (\/Z;)\Ag;w’ + 2\/Z;Aguu’;>\ + \/Zguu’;)\)\) - Rl);g)\y'-

VA

Taking the coincidence limit, and using (Synge [32])

] = o,

[\/K] = 1,
{\/&M} — 0,
VAL = i

[gw’] = Guv,
[Guval = 0,
[Gpva8] = _%RMVO&ﬁa

one obtains

[bl ;w’} = %Rguu - Ruua

which is precisely (6.83).

123

(C.1)
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Taking the first derivative of (C.2), one obtains

A A _
(o pbl I + 0o bl Ny + bl uv'ip =

1
- (\/E) (ﬂ;k/\g#’/ + 2@%/\9;“/’;)\ + \/ng/p\)\)
P

b A A A
+\/Z (\/Z;A Gy + 2V DG+ VAG );p
—R}y 90 — Rpgaup. (C.11)
Taking the coincidence limit, and using (C.3)-(C.9) and
1 -2
<\/Z> 1= [(\/Z) } VA, =0, (C.12)
[U;uu} = Yuv, (0.13)
one obtains
A
2[b1 purip) = {\/Z;A pi| uv + [g,ul/’;/\)\p] — Rywp- (C.14)
From
[\/Z;aﬁw] = le (Ragiy + Rayip + Rpyia) »
[gul/’;aﬁv] - 7%(R#m5;7 + Ruvayip);
one arrives at
A
[\/K;/\ p:| = ﬁ (Rw + 2R/\/J;>\) ) (C.15)
A HeY
[g/w’;/\ p] = _%Rwav : (C.16)
Then (C.14) reads
[b1 i) = iguu (R 4+ 2Rxp0) — %Ruua’y;a - %Rw;p» (C.17)

which is precisely (6.85).
Differentiating again (C.2), one obtains

o Wbl pix + o b1 pvipw + U‘Awbl uv'xp T o b pv'ixpw 01 pvrspw
;P P ’ ’
1 A A SN A N A
B (\/Z) ( A G + 2V ANG ™ + VAGu i )
spw

1 A A A
* (\/Z);p (\/Z;A G’ + 2\/K;A9;w'; + ‘/Zgﬁ“f’;/\ )

1
i () (‘/Z;AAQW’ +2VANg \/EQW’;AA)

B

VA

1
- (\/Z) (\/K;/\AQW’ + 2\/Z§>\gw’;>\ + \/Kg/“"?*)\)

_R;L)\;pwg)\u’ - R“A;pg)\y/;w — R#A;wg)\l,/;p — R#Ag)\y/;pw (C]_8)

P

spw
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Taking the coincidence limit, and using

(0.0, =0 (C.19)
[82] = [(~al3/a) + @APAL? /A% = ~1Ras, (C20)

one arrives at
2[b1 ;u/;pw} + [bl },LV';UJp]
=—-L1Rg.R A2 A — LRR
= —3e Lt fpw + A pw | I T 130 v pw
_%R/)J\RNV)\W - %RU)LRNV)\P + [guy’;)\pr]

-R + 3R, Rapus- (C.21)

wipw

Now we can exploit the close relation between the commutator of covariant
derivatives acting on a (co -)vector and the Riemann tensor:

by uv'spw by pv'iwp = _Ruapwbl ov'; (C2Q>

hence, taking the limit, we have
[bl ;u/’;pw] - [bl ,uy’;wp} = *Rﬂgpw [bl 171/’]' (023)
Inserting this equation in (C.21), one obtains
S[bl MV,§PW] = _Ruapw [bl UV']
1/2 A
_%RQWRW + [A / A pw] Juv — %RRWW
_éR;\RNVAw - éRu).\JRHV)\P + [guu’;)\pr]
A
_Ruu;pw + %RM R)\prv (024)

which is precisely (6.86).
For n =2, eq. (6.21) is:

U;Ab2 JTIZEP + 2bQ nv’

1
= ﬁ (\/E;)\/\bl uv’ + 2\/5;)\{)1 ;w’;A + \/Kbl ;w’;)\)\) - szl Av’ -
(C.25)
Taking the coincidence limit, one obtains
2[b2 1] = §RIDL ] + (b1 )™ — R [b1 au]
1/2 o B
= (%RQQW — ¢RRuw) + {é%l/(‘ %RQ + [‘/Z a B } )
SA0Rw 44 0000 } +(~1RR,, + RARy,). (C.26)

Using (6.87), (6.88), one arrives at
1/2 «
]

[gpv/;aaﬁﬁ} = _%RaﬁvuRanw (CQS)

10R+ L R? — LR.sR™ + 5 Rap s RYT°, (C.27)
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Hence (C.26) reads

2[52 /w’} = R;\RAV - %RRIW - %DRN” o %Raﬁﬂ/“RaB’W
FEI 4 BR34BT Res)g, (©2)

which is precisely (6.84).



Appendix D

World Function:
Coincidence Limits

D.1 General equations satisfied by the covariant
derivatives of the world function
Following Synge [31], we will show a method to calculate the coincidence limits

of the covariant derivatives of the world function, up to order six. First, one
needs to recall the fundamental equations satisfied by the world function:

oot = 20, (D.1)
Owp — Ooppy = —R#Mpo;)‘. (D.2)

Differentiating the first equation, and indicating with a subscript that a certain
index is free, one obtains

O';QINO':'” = 0;a;> (DS)
O.aipas ot + U;aluo—mag = O;aja2> (D.4)
O—?O‘U‘O‘?‘WUW + O—;Ofl/ta2amas + O—;(Xluaaamafz + U;a1u0wa2a3
= Oiarazass (D5)
while differentiating the second one, one obtains
Tarazasas ~ Tionasonas = 7Ra1>\a2a3;a40';>\ — Ral)\a2a30;)‘a4, (D.6)
sarazazagas  Tiajazazagas
- 7Ro¢1/\0420z3;044a50';)\ - Ra1/\aga3;a4g;)\o¢5
7Ra1>\o¢2a3;o¢50—;)\o¢4 - ROA1>\O¢20¢30—;)\OL4OL5’ (D7)
O.I,Otloé20<30¥40¢5046 - a;a1a3a2a4a5(16
- 7Ralk0‘2‘13?044(15(160;)\ - Ra1)\oz3a2;a4asg;)\a6
_Ralkazas;m;ago—;)\as - RO&1AO¢30&2;O¢4O—;)\O¢5Q6
_Ral)\azag;o(5a60-;/\a4 - RQ1)\O¢20&3§0¢5U;/\Q¢4Q6
_Ral/\azas;asa;)\az;as - RalAagago’;)\a4a5a6~

(D.8)

127



128 APPENDIX D. WORLD FUNCTION: COINCIDENCE LIMITS

For the sake of readability, the following notation will be introduced: when an
index is not a summation index, it will be indicated with a number, e.g.
0—;0(1042)\043014045 = 0;12)\345?

and the Riemann tensor, with its derivatives, will be indicated through the
sequence of its indices between parentheses, e.g.

R = (1,),2,3;6).

041>\042013;a6

Then the equations which result from differentiations of (D.1) can be put in the
form

— E N
0;123..1 = O;IAazag...akU Aft1-.-G1 (Dg)

where the summation extends over all expressions for which as, as, ..., ay is a set
selected in order from 2,...,1 and agy1,...,a; is the remainder of the set 2,...,1
in order, and k takes all values from 2 to [. The equations which follow from
differentiations on (D.2) take the form

0.123..1 — 0;132..1 = — 2(17)\,2737547 "'7b’€)0;)\bk+1...bw (D.10)

where the summation extends over all expressions for which by, ..., b is a set
selected in order from 4, ...,[ and by41, ..., b; is the remainder of the set 4, ...,1 in
order, and k takes all values from 4 to [.

D.2 Coincidence limits of the covariant deriva-
tives

Dividing (D.3) by o, one obtains
O—;l,utu = t17 (Dll)

where ¢ is the unit tangent vector along the geodesic; then the coincidence limit
reads

[0:12] = g12. (D.12)
From (D.4) and (D.6) one has
[0:123] + [0:132] = 0 = [07123] — [o7132], (D.13)
which implies
[0’;123] =0. (D14)

For the next order, by (D.5) and (D.7) one has

[0.1234] + [0:1423] + [0:1324] = O, (D.15)
[0.1234] — [0:1323] = —(1,4,2,3). (D.16)

By (D.16) we convert (D.15) into

[0;1243] + 2[0;1234] + (]-7 37 2a 4) + (1a 47 27 3) = 07 (D17)
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Interchanging 3 and 4 and subtracting, we get

[0;1234] = [0;1243]7 (D~18)
and thus (D.17) gives
[0;1234] - _%((17372»4) +(1»47273))’ (Dlg)
or
[01234] = —3P3.4(1,3,2,4), (D.20)

where Ps 4 denotes the sum of expressions obtained by permutation of 3, 4.
For the fifth order, by (D.9) and (D.10),

[0:15234] + [0.14235) + [0:13245] + [012345] = 0, (D.21)
[0:12345] — [013245] = —(1,4,2,3;5) — (1,5,2,3;4). (D.22)

By (D.22) we convert (D.21) into

[0:12534] + [0:12435) + 2[0:12345)
+(1,4,2,3;5) + (1,5,2,3;4) + (1,3,2,4;5)
+(1,5,2,4;3) + (1,3,2,5;4) + (1,4,2,5;3) = 0. (D.23)

Interchanging 4 and 5, and subtracting, we get

[0:12345] = [0;12354], (D.24)
interchanging 3 and 4 in (D.23), subtracting, and using (D.24), we get

[0:12345] = [012435]; (D.25)
thus (D.23) becomes

[0;12345] = _%((la 35 27 47 5) + (17 37 2a 57 4) + (15 47 27 37 5)

(1,4,2,5:3) + (1,5,2,3:4) + (1,5,2,4;3)). (D.26)
or
[0';12345] = —iP3,475(1,3,2,4;5). (D27)
Fo the sixth order we have, by (D.9),
[0:162345] + [0:152346] + [0:142356]
+[0.132456) + [0;123456) + [H123456] = 0, (D.28)
where

[H123456]
= [0.1223][0" 456} [0;1)\24][0;)\356} + [0—;1)\25][0;)\346] + [U;1>\26HU;)\345]

]
+lo, 1>\34HU’/\256] [0-;1/\35][0-;)\246] + [U;IASG][U;/\MS]
+lo, 1,\45][‘7’/\236] [U;1>\46][0';>\235]
+[o, 1)\56][0—)\234] (D.29)
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is a tensor whose value is known by (D.20); from (D.10) we have
[0123456] — [0;132456]
= —(1,4,2,3:5,6) — (1,5,2,3;4,6)
—(1,6,2,3;4,5) — (1,1,2,3)[0" 5. 6]- (D.30)

By means of this equation we convert (D.28) into

[0126345) + [0125346] + [0124356] + 2[0123456) + [H123456]
+(1,4,2,3;5,6) + (1,5,2,3;4,6) + (1,6,2,3;4,5) + (1, \, 2, 3)0;/\456
+(1,3,2,4;5,6) + (1,5,2,4;3,6) + (1,6,2,4;3,5) + (1, A, 2’4)09\356
+(1,3,2,5;4,6) + (1,4,2,5;3,6) + (1,6,2,5;3,4) + (1,1, 2,5)056
+(1,3,2,6;4,5) + (1,4,2,6 : 3,5) + (1,5,2,3;6,4) + (1, ), 2,6)0,5
=0 (D.31)
If we employ the symbol I to denote the operation of interchanging numerals,

so that I(3,4), for example, denotes an interchange of 3 and 4, the previous
equation may be written

{2 + 1(3, 4) + 1(4, 5)](3, 4) + 1(5, 6)[(4, 5)](3, 4)}[0’;123456]
+{1+1(3,4) 4+ 1(4,5)I(3,4) + 1(5,6)1(4,5)I(3,4)}[L123456]
+[H123456] = 0, (D.32)

where [L123456] denotes the second line of (D.31).
Operating with{1 — I(5,6)} on (D.31), and using (D.18), we get

{2+ 1(3,4)H{1 - I(5,6) }[o,123456]
{14 13,41 — 1(5,6)}(1,3,2,4;5,6) = 0. (D.33)

Since
1(3,4)1(3,4) =1,

we have

(2-I(3,0)H2+1(3,4)} =3
(2 I3, 4)H1+1(3,4)} =1+ I(3,4) (D.34)

and therefore operation on (D.33) with {2 — I(3,4)} gives
{1-1(5,6)}os123as6] = —3{1 + 1(3,4) {1 — 1(5,6)}(1,3,2,4;5,6)  (D.35)
Operation on (D.31) with {1 — I(4,5)} gives

{1 = 1(4,5)}[0.126345] + 2{1 — I1(4,5) }[0,123456] + {1 — I(4,5)}[H123456]
H1—-1(4,5)}(1, ), 2, 3)[0;)\456] =0, (D.36)
in which the first term may be evaluated by applying to (D.35) the substitution

123456
126345
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while the term in [H] is, by (D.29)

{1 = 1(4,5)}01 28] [0 456 (D.37)
Thus (D.36) may be written
{1 —=1(4,5)}0.123456] = *%{1 +1(3,6) {1 —1(4,5)}(1,3,2,6;4,5)
_%{1 - 1(47 5)}((17 )‘7 27 3) + [U;1A23] [O—;)\ALSG]' (D'38)
Operating on (D.31) with {1 — I(3,4)} gives
{1+1(5,6) {1 — I(3,4) }o195346] + {1 — 1(3,4) }[0.123456
+{1 - 1(3,4)}[H123456]
{14+ 1(5,6)}{1 — I(3,4)}(1,5,2,6;3,4)
{1+ 1(5,6)}{1 — I(3,4)}(1, ), 2,5)[0"3,6] = 0. (D.39)

The first term may be evaluated by applying to (D.38) the substitution

123456
125346

and it becomes
— {14+ 1(5,6)}{1 + I(5,6)}{1 — I(3,4)}(1,5,2,6;3,4)
— {1+ 1(5,6)H1 = I(3,4)}(1,A,2,5) + [01325]) [0"345), (D-40)
in which the first term can be simplified, since
{1+1(5,6)}{1+1(5,6)} =2{1+1(5,6)}. (D.41)
The [H] term in (D.39) is, by (D.29)
{1+ 1(5,6)}1 — I(3,4)}o1205][07546)- (D.42)
Thus (D.39) may be written
{1 = 1(3,4) o 103a56] = —5 {1+ 1(5,6) {1 — 1(3,4)}(1,5,2,6:3,4)
{1+ 1(5,6)H1 = I(3,4)}(1,,2,5) + [0,1505])[07346). (D:43)

We are now to apply (D.35), (D.38), (D.43) to the solution of (D.31) or (D.32).
The first term in (D.32) is

{2 + (l + 1(4, 5) + I(5 6)]( ,5))[(37 4)}[0;123456]
={3+ (1 +1(5,6))1(4,5)}[0;123456]
7{1 + 1(4, 5) + 1(5, 6)](47 5)}{1 - 1(3, 4)}[0;123456]; (D44)
but

{3 + (1 + 1(5, 6))[(47 5)}[0;123456]
= {4+ 1(5,6)}o123456] — {1+ 1(5,6)H{1 — 1(4,5)}[0:123456], (D.45)
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and
{4+1(5

,6)}o123456] = 5[0123456] —
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{1-1(5,6

) } [0;123456] .

Adding these three equations , and using (D.35), (D.38), (D.43), we find that

the first term of (D.32) is

5[0.123456)

+ {1+ 1(3,4)H1 —1(5,6)}(1,3,2,4;5,6)

+3{14+1(5,6)}{1+1(3,6)}{1 — I(4,6)}(1,3,2,6;4,5)

H1—1(4,

+3{1+1(4,

+5{1+1(4,5
A

o((1,7,2,5) + 0.1305)0 346"

(
+3{1+1(5,6

(

(

)
5)+1(5,6)1(4,5) {1+ I(5,
)+ 1(5,6)1(4,5) {1+ 1(5,6)}{1—1(3,4)}e

5)H(1,A,2,3) + 0o, 1)\23)‘7;)\456

6)H1 - 1(3,4)}(1,5,2,3;6,4)

(D.46)

Substituting this expression for the first term in (D.32), we get

5[01123456)
—(1,4,2,3;5,6) —
—(1,3,2,4;5,6) — (1,5,2,4;3,6) —
—(1,3,2,5;4,6) — (1,4,2,5;3,6) —
—(1,3,2,6;4,5) — (1,4,2,6;3,5) —
—2((1,3,2,4;5,6) — (1,3,2,4;6,5) +
+(1,4,2,3;5,6) — (1,4,2,3;6,5
+(1,3,2,5;4,6) — (1,3,2,5;6,4
+(1,5,2,3;4,6) — (1,5,2,3;6,4
+(1,4,2,6;3,5) — (1,4,2,6;5,3
+(1,6,2,4;3,5) — (1,6,2,4;5,3
1,A,2,3) +

(13 5; 273;47 6) -

(1,6,2,3;4,5) — (1,),2,3)[0"456]
(1,6,2,4;3,5) — (1, A,2 4)[0 356]
(1,6,2,5;3,4) — (1, A, 2 5)[0 346]
(1,5,2,6;3,4) — (1,,2,6)[0""55]

(1,3,2,6;4,5) — (1,3,2,6;5,4)
)+ (1,6,2,3;4,5) — (1,6,2,3;5,4)
)+ (1,5,2,6;3,4) — (1,5,2,6:4,3)
)+ (1,6,2,5;3,4) — (1,6,2,5;4,3)
)+ (1,4,2,5;3,6) — (1,4,2,5;6,3)
)+ (1,5,2,4;3,6) — (1,5,2,4;6,3))

U;)\54 ]+ [0 465] [0 645))

Pss6) + 107365) = [0"356))

;)\436] + [07>\364] [0-)\634])

;/\435] + [0’ /\354] [o* )\534])

(D.47)

The last term in the first line, the terms in the eleventh line, and the first term
in —[Hi23456) (see eq. (D.29)), together make up (by use (D.18) and (D.20))

{(1,A,2,3) + [0;1>\23}}{*2[‘7;)\456] + %([0;)\546} + 07645
={=(2,3,\,1) = 2((1,2,),3) + (1,3,),2))} »

o {59 ((1,5,4,6) + (1,6,4,5)) — g™ ((1,6,5,4) + (1, 5,6,4))}
=—2gM{(2,3,\,1) + 2(1,2,),3) + g(1,3,A,2)}.

o {(14,5,4,6) + (1,6,4,5)}
=—2gM{(2,3,\, 1) + £(1,2,X,3) + (1,3,\,2)}

e {(4,5,11,6) + (4,6, 11,5)}. (D.48)
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But
(2,3, 0, 1)+ (2,A,1,3) +(2,1,3,\) =0

and therefore
(2737>‘51) = _(2a)‘71’3) - (2’1537/\)’ (D49)

so that (D.48) is equal to
—3g™{2(1,3,),2) — (1,2,X,3)}{(4,5, 1, 6) + (4,6, 1, 5)}. (D.50)

The first of the remaining terms in —[Hja3456] to which are not used up in
forming the previous expression and the three expressions similar to it, is (see
(D.29)) equal to

—1gM{(1,3,0,4) + (1,4, X, 3)}{(2,3,11,6) + (2,6, ,3)}. (D.51)

Thus we see that (D.47) may be written

[0;123456]
= —:{(1,3,2,4;5,6) + (1,3,2,5;4,6) + (1,3,2,6;4,5)
+(1,4,2,3;5,6) + (1,4,2,5;3,6) + (1,4,2,6;3,5)
+(1,5,2,3;4,6) + (1,5,2,4;3,6) + (1,5,2,6; 3, 4)
+(162345)+(162435)+(162534)}
—{(1,3,2,4;6,5) + (1,3,2,5;6,4) + (1,3,2,6;5,4)
+(1,4,2,3;6,5) + (1,4,2,5;6,3) + (1,4,2,6;5,3)
+(1,5,2,3;6,4) + (1,5,2,4;6,3) + (1,5,2,6;4,3)
(162354)+(162453)+(162543)}
_%9/\“ Z A&ZZL 123456
=1
c ()
*%&QM Z B,\L 123456 (D.52)
j=1
where
AY) ass = (2(1,3,7,2) — (1,2, X,3))((4, 5, 1,6) + (4,6, 1,5)),
AQ) ass = (2(1,4,7,2) — (1,2, X, 4))((3,5, 1,6) + (3,6, 1,5)),
AP Lase = (2(1,5,0,2) — (1,2,,5))((3,4, 11,6) + (3,6, 1,4)),
A ase = (2(1,6,0,2) — (1,2,1,6))((3,4, 11,5) + (3,5, 1,4)),
B)\M 123456 — ((1 37>‘a4) + (1 4 )\,3))(( 57”7 )+(2 6 ) s ))7
B)\M 123456 — ((1 3 A 5) + (1557Aa3))((2 4 ) s )+ (2 6 ) s ))7
B)\u 123456 — ((1 3 A 6) + (1a6?/\73))((2 4 ) s )+ (2 5 y s ))a
Bgu 123456 — ((1 4 A 5) + (155’/\74»((2 3 ) My >+ (2 6 y My ))7
Bgu 123456 — ((1 4 A 6) + (1,6,)\,4))(( 37#7 )+( 5,;1,7 ))7
B auss = (1,5, A 6) + (1,6,1,5))((2,3, . 4) + (2,4, 1, 3)).
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