UNIVERSITA DEGLI STUDI DI NAPOLI “FEDERICO I1”

SCUOLA POLITECNICA E DELLE SCIENZE DI BASE

Area Didattica di Scienze Matematiche Fisiche e Naturali

Dipartimento di Fisica “Ettore Pancini”

Laurea magistrale in Fisica

Hopf Algebras & Quantum Field Theory

Combinatorial Aspects and Renormalization

Relatori: Candidato:

Prof. Francesco D’ Andrea Salvatore Niro

Prof. Patrizia Vitale Matricola: N94 000 492
Correlatore:

Prof. Michele Arzano

Anno Accademico 2019-2020






"The effort to understand the
universe is one of the very few
things which lifts human life a
little above the level of farce and
gives it some of the grace of
tragedy.”

Steven Weinberg [Wq8]



Preface

Abstract

We study the Connes-Kreimer approach to renormalization for the self-interacting
scalar theory. We give a brief, self-contained account of perturbative quantum
tield theory and a detailed description of the BPHZ renormalization procedure
for the ¢* theory. We then introduce Hopf algebras and we show that the un-
derlying structure of the Feynman graphs in the theory can be described by a
Hopf algebra. We finally arrive at the major result in the Connes-Kreimer theory
that the solution to the Birkhoff factorization for the Hopf algebra of Feynman
graphs is given exactly by the BPHZ procedure.

Sommario

Studiamo "approccio di Connes-Kreimer alla rinormalizzazione nel caso di una
teoria scalare auto-interagente. Diamo una breve, autosufficiente descrizione
della teoria quantistica dei campi perturbativa e una descrizione dettagliata
della procedura BPHZ di rinormalizzazione per la teoria ¢*. Dopodiché intro-
duciamo le algebre di Hopf e mostriamo come la struttura soggiacente ai di-
agrammi di Feynman della teoria possa essere descritta da una Hopf algebra.
Infine giungiamo al risultato principale della teoria di Connes-Kreimer, ovvero
che la soluzione alla fattorizzazione di Birkhoff nel caso della Hopf algebra dei
diagrammi di Feynman é data esattamente dalla procedura BPHZ.
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Chapter 0

Introduction

Despite in a non-relativistic (i.e. Galilean) theory the concept of field may how-
ever be useful and elegant, it is only in the regime of the speed of light where it
becomes essential in order to deal with the locality of interactions. On the other
hand particles, which played a substantial role in the framework of Newto-
nian mechanics, become too much of a histrionic character in such an extremely
broader scenario providing for features as creation and annihilation of identical
components, where there is no clue of what the structure of spacetime should
be below a certain lenghts scale, when energies can go far beyond the nowadays
possibilities of experimentation... so that we have bit of some hints of what and
not only which could be the fundamental constituents of nature: this is when
(special) relativity meets quantum mechanics.

Nonetheless, in the last century human resourcefulness and initiative guided
us in this somewhat bizarre world and the work of many, driven by needful
curiosity (and skillful mathematics), has lead us to a truly beautiful description
for this comprehensive-seeking theory of physics.

Driven by the “shut up and calculate!” motto, quantum physicists have been able
to overcome the difficulties in the conceptual understanding of quantum me-
chanics relying on the consistence of its mathematics, despite the operations of
translation has not always been an easy task. But troubles seem even to mul-
tiply in the context of quantum field theory, with inconsistences and infinites
arising everywhere!

As before, people returned back to their mathematical foothold and experimen-
tal handhold, and began to develop techniques and manipulations whose re-
sults fit surprisingly well with experiments (or vice versa?). Of these, renormal-
ization represents perhaps the major instance, getting rid of cumbersone diver-
gences in the computations and maybe revealing the path to some deep truth
of nature we still struggle to appreciate. Once again, physics became source of
inspiration for mathematics. And analogously, mathematics permeate our un-
derstanding of physical reality.



CHAPTER 0. INTRODUCTION

Outline

This thesis is based on the Connes-Kreimer theory, a wide framework of mathe-
matical physics in the context of Hopf algebras and more generally of noncom-
mutative geometry. The main interest is the perturbative regime of quantum
tield theory, possibly the most fruitful resource of results in the whole theoreti-
cal physics, but somehow lacking a bit of mathematical strictness.

Their approach heads directly towards the Feynman diagrams of a theory, which
we will define and interpret in a graph-theoretical manner. Accordingly, we
shall frequently use the terms diagram and graphs interchangeably. Scalar fields
will accompany us throughout in order to reconnect with [C] and [CM]. We
will focus on self-interacting theory, specifically ¢?, in order to keep nontrivial-
ity without losing too much generality. Despite not describing a fundamental
theory, this is a simple toy model which lets us avoiding to give up primary
insights. Nevertheless, self-interacting scalar theories still retain importance as
effective field theories and in the context of condensed matter physics. We will
mainly treat the theory’s primary result until now, understanding the renormal-
ization procedure on the basis of the combinatorics present in different physical
constructions.

This work is articulated as follows:

Chapter 1 is a summary of perturbative quantum field theory. It serves both
as background and backbone for the chapters which follow, so we sought for
the bare minimum, without involving too much into details which we shall not
need. Here the language is the usual informal physicists’ one, introducing the
instruments used in the subsequent computations in an intuitive manner, with
some little clarification where required.

Chapter 2 is a presentation of renormalization. Since it is a central topic both
in quantum field theory and in the Connes-Kreimer theory, we aimed at com-
pleteness when clarifying the somehow odd physical ideas behind these manip-
ulations. We deal essentially with our toy model, implementing the techniques
directly. This allowed us to work out examples from basic graphs to more gen-
eral constructions. Furthermore, this is supplied by explicit calculations in the
appendix.

Chapter 3 is a mathematical interlude around the concept of Hopf algebra. This
provides prerequisites to the formalism of Connes-Kreimer, but also plays the
role of preparation to chapter 4. The main definitions are piled up in a strict
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vocabulary. Afterwards we preliminarly investigate some useful ideas.

Chapter 4 is the recollection of probably the major result within the Connes-
Kreimer theory. We begin to shore up some of the previous objects of chapter
1 and 2 in a generalized, mathematical formalism. Then we make use of the
structures of chapter 3 to get a precise algebraic interpretation of the renormal-
ization procedure, giving the demonstrations of some theorems and reworking
the examples of chapter 2 in this new context. Finally we sketch some other re-
sults of this framework.

Further details can be found in the bibliography and therein references. For
instance, some curious historical notes can be found throughout [Wei.




Chapter 1

Quantum Field Theory

"The theory of quantum
electrodynamics describes nature
as absurd from the point of view of
common sense. And it fully agrees
with experiment. So I hope you can
accept nature as She is - absurd. ”

Richard P. Feynman [Fq8]

1.1 Introduction

We begin by trying to do the minimum injustice in the purpose of outlining the
main aspects of quantum field theory.

We shall take as granted some special relativity covariant formalism and we
will not delay much with basic quantum mechanics. As usual in this context
we will work in natural units, in which the Planck constant and the speed of
light are defined by:

h=c=1

This choice allows us to pick a single dimensionful quantity, namely the mass,
and to refer to it simply as dimension throughout the sequel.

In this section we will give a brief account of what a classical field is, focus-
ing on the Lagrangian description for a scalar theory and then giving an idea of
how canonical quantization is performed.

After that, we look at self-interacting theories by means of perturbation the-
ory approach. The checkpoint is to reach Wick’s theorem, which encodes the
combinatorics of perturbative quantum field theory and then we give a first

4



1.2. FREE THEORY

heuristical derivation of Feynman diagrams. After showing some basic exam-
ple along the road, we also write down the Feynman rules.

Finally we introduce Feynman’s path integrals formalism and the effective ac-
tion which will turn out useful in the next sections.

We gliss over some mathematical technicalities which are sometimes difficult
to precisely define and would drift us apart from the purpose of a summary.
In general the derivation shall follow classical textbooks such as [PS] and [Wei.
Some details using path integrals language can also be found in [Ram| and [Sre].
For further overall mathematical details we refer to [CM].

1.2 Free Theory

1.2.1 Scalar Fields

A (classical) field ¢(z) is a section of an opportune Hermitian vector bundle on
a (pseudo-)Riemannian manifold. When this manifold is the space of configu-
rations of a certain system, one can then define the Lagrangian (density), i.e. a
smooth scalar function of these fields:

L(¢,0,0) = Lo + Lint (1.1)

where we split the free term and the interaction term beforehand.
We won't explicitly handle much geometry since we shall only work with scalar
theory in d—dimensional Minkowski space with signature (+, —,..., —). Anel-
ement of this space is written as z*, where ;1 = 0, ...,d — 1, but at times we may
also make use of the notation z# = (t, x).
The interaction term £;,,; is assumed to be a polynomial in the fields. Usually it
can be a potential of the form:

A 4

V@) =56 . V)= (12)

or even their sum.

Throughout our work, we will mainly use one of these two prototypical terms,
one at a time. It is worth mentioning that (at least as they stand) these potentials
are a bit unphysical'. Nonetheless self-interacting scalar theories come handy

!'In particular any odd power of the fields renders the Hamiltonian unbounded from below,
i.e. the theory has no stable minimum; meanwhile for the ¢* interaction the renormalized theory
turns out to be trivial (see for example [BS)), its fixed point being the trivial one.

5



CHAPTER 1. QUANTUM FIELD THEORY

as toy models, exhibiting most of the basic features whilst lightening the intri-
cacies of the explicit calculations in some examples.

More fields and interaction terms can be added in the Lagrangian respecting
some specific request of the theory under consideration, such as Lorentz and
gauge invariance, some other symmetry, renormalizability (as we will see) and
other criteria which may depend upon the field types and the space-time di-
mension.

The free Lagrangian of the theory £ is in general made of the kinetic and (pos-
sibly) the mass terms. Our starting point is the basic Lagrangian for a (real)
scalar field ¢(z*):

Lxo = 30u60") — S’ (13)

From a Lagrangian is then defined the (classical) action functional®:

S[8] = / £, 8,0)d (1.4)

Hence, following the variational approach, we get the dynamics of the sys-
tem as an extremum of the action itself. For the free scalar theory the Euler-
Lagrangian equation is the Klein-Gordon equation:

0,0"p(x) + m*p(x) =0 (1.5)

which is easily generalized in the presence of a potential.
Thus an action §, i.e. the datum of a Lagrangian £ and a dimension d, is all we
need to define a (classical) field theory.

At this point we want to discuss the classical system on a quantum level, thus
a quantization procedure is needed. There are different approaches, whose full
descriptions would involve mathematical technicalities far beyond the scope of
this brief introduction. Each of them has its advantages, so we choose to start
with a sketch of the most intuitive one.

To put it simple, the canonical quantization of a classical theory is the following
correspondence:

Commutative algebra of functions on Operator algebra on an opportune
the phase space equipped with —  Hilbert space equipped with
the Poisson bracket {-,-} the commutator [-, -]

ZHere we keep track of the dimension, anyhow for all this section we could (and possibly
will) simply put d = 4




1.2. FREE THEORY

This procedure is somehow well understood in the case where degrees of free-
dom are finite in number, i.e. passing from classical to quantum mechanics.
Despite being ideally the very same correspondence, dealing with fields for-
malism is more subtle, since now we are treating an infinite number of degrees.
Just in our scalar field theory one substitutes scalar functions with operator-
valued distributions. At this point one expands the fields in Fourier modes:

dd_lk‘ ) )
o) = [ (o g o™+ ™) (1.6

where wy = /|k|? + m? is the energy of one particle.

In the classical theory, this makes generally sense with ax and a;; opportune
functions.

What we do on a quantum level is to work out the analogy with the canonical
quantization, obtaining a formal machinery which still provides us sensible re-
sults. In this regard, we now replace these functions by operators and impose
the harmonic oscillator commutation rules for each mode:

[ap, ag] = (2m)* 16"V (p — q) [ap, aq] = lag, ag] =0 (1.7)

Altough highly heuristic, this allows us to perform the algebraic manipulations
we shall need.

Indeed creation and annihilation operators suffice to construct the Fock space
to represent our states as usual, defining the vacuum state |0) as being annihi-
lated by all ax’s and building up each state as oscillators’ towers of ay,’s.

En passant, we also define the normal-ordering operator N which acts on prod-
ucts of oscillators putting the creators to the left of the annihilators, for example:

N(aparaq) = apapaq (1.8)

This is going to really help us in making calculations.

1.2.2 Green’s Functions

Once we have a vacuum state, we can begin our computational journey by con-
structing the first fundamental objects in the theory, the n—point correlaction
functions:

G (w1, wn) = (0| T[p(a1) - - $(wn)]|0) (1.9)

7



CHAPTER 1. QUANTUM FIELD THEORY

where the symbol 7' is the time-ordering operator, whose task is to rearrange
the fields from latest to first on space-time in order to preserve causality.
Correlation functions encompass physical data as cross sections. Of particular
importance for n = 2 we have the Feynman propagator:

OITo@)6(0) = Dl =) =i [ ¢

ddp e_ip'(x_y)

2m) 1 p2 —m? + ie

(1.10)

which is the Fourier transform of the Feynman propagator in the momentum
space, defined as:

~ {

D == 1.11

F(p) p2 . m2 + i€ ( )

Observe that the small real constant ¢ > 0 is inserted as a trick in order to treat
poles and the limit e — 0 shall be taken after the integral in (1.10) is performed.
Also notice that the Feynman propagator is the Green'’s function® of the Klein-
Gordon operator:

(O 4 m?)Dp(x —y) = —idD(z —y) (1.12)

This is the simplest case of the equation:

(O+m*) O T[¢(z)é(x1) - - - Sn)]]0) = Z(OIT[cb(xl) w10 (=) d(w)][0)
which we recast in the insightful fashion:

(O4+m2) G (@, 2y, ... x,) = —i Z S (w—a )GV (xy, w0, myy, . T)
j=1

(1.13)

clearly showing the correlation amongst correlation functions.
These can be further generalized to an interacting theory by means of the equa-
tions of motion and the commutation relations.

1.3 Interactions

1.3.1 Perturbation Theory

In the quantum realm, to measure something means to interact with it. On the
theoretic side, free-particle states are eigenstates of the Hamiltonian, thus one

3Tacitly assuming further causality conditions.
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1.3. INTERACTIONS

must incude nonlinear local terms in order to see interactions and scattering.
These terms have to preserve the structure of the Lagrangian, namely Lorentz
invariance and symmetries. A crucial role is also played by gauge symmetries,
that require specific combinations of fields and coupling constants in order not
to be lost. A first picking of possible candidate interaction terms is possible on
the base of the sole dimensional analysis. In fact one recalls that in natural units
the mass dimension is the inverse of the lenght dimension. Thus the action
functional must be dimensionless and accordingly the Lagrangian dimension-
ality must be precisely the mass dimension d (of the space-time).

Considering the scalar theory, from the kinetic terms we find out the mass di-
mension of the field is [¢] = d/2 — 1. Consequently the mass terms is a one-

dimensional coupling as expected. For a general self-interaction term of the

form k¢" the coupling has dimension [x] = d — g(d — 2) therefore we notice that

2d
for n > T 5 the coupling’s dimension should be negative.

To find an exactly solvable field theory is a difficult task. The best approach
generally consists in treating the interaction term as a perturbation of the free
theory. Therefore one gets series expansion in the coupling constant. Usually it
turns out that physically relevant models behave in a sensitive manner. For ex-
ample the coupling constant in QED is small enough to render the perturbative
expansion an asymptotic series, thus making the method meaningful.

Furthermore, another important aspect is renormalizability: beyond the tree-
level, the perturbation series involve integrals in the momenta space of virtual
particles. These integrals are usually divergent, so one imposes some sort of reg-
ulator and seeks for a consistent way to render the physics independent from
this procedure. As we shall see, it turns out that negative-dimension couplings
would interfere with renormalization and the corresponding interaction terms
must be discarded.

Henceforth we shall adopt the conventions and notation of [PS].
The starting point is to define the analogous of the free propagator. In general
we know this is the two-point correlation function:

(QTo(z)o(y)|Y) (1.14)

where |Q?) is the ground state of the full, interacting theory. This is a different
ground state from |0) of the free theory, but we will see in a moment how they
can be linked.




CHAPTER 1. QUANTUM FIELD THEORY

Clearly in the latter case the two-point correlation function is just the (Feynman)
propagator (1.11). Thus this retains the physical interpretation of the correlation
function as the amplitude for propagation of a particle or excitation between y
and x. We would be glad to relate directly these two propagators. Once this is
done, one can obtain higher-order correlation functions as the generalized ver-
sion of the recursive relation (1.13).

Luckily this is possible, however we just state the results without going into
details, addressing to the references listed in the introduction for a complete
derivation.

The field ¢(z) in the Heisenberg picture of the interacting theory can be re-
lated by a unitary transformation to the interaction picture field ¢;(¢,x), which
in the scalar case is the very same of the free field. The unitary operator which
performs this trasformation is the time-evolution operator satisfying the ap-
propriate evolution equation with the suitable Hamiltonian. It can be given an
explicit form by means of the Dyson series.

Using the Gell-Mann and Low Theorem* one can express the ground state |{2)
in terms of the free theory ground |0) through an adiabatic transformation:

T [er@)r e o)
(QIT [o()6(w)]©) = _ lim

- (1.15)
T—00(1—1i€) <O’T [Gif*T Lmt(t)dt] |0>

As it stands, this is an exact formula. Its Taylor series is the starting point for
perturbative calculations.

Giving up the aforementioned notation for simplicity, what we are left are the
vacuum expectation values of time-ordered products of free fields:

(0[T[¢(21)p(2) - - - G(24)]]0) (1.16)

The standard approach to evaluate these n-point correlation functions is to ex-
pand the fields in harmonic oscillators, i.e. working on the creation-annihilation
operators. This turns very useful because it enables one to invoke the normal
ordering N of (1.13). Thus we can also define the contraction of two fields as:

1

o(x)o(y) := Dp(x —y) (1.17)

4See [GL] for details.
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1.3. INTERACTIONS

The upshot for these constructions is the Wick theorem?:
T[p(x1)p(xs) - - - p(x)] = N{p(z1)@(22) - - - p(x1,) + all possible contractions|
(1.18)

As an operator equation this is a purely combinatorial statement.

Its usefulness is manifest when the operators are inserted in the vacuum expec-
tation value. Indeed one has (0| N(fields)|0) = 0 by definition of normal
ordering (1.13), so that we must compute just the fully contracted terms. This is
a tremendous semplification!

As an explicit example let’s consider:

(O[T [1620564)|0) = (0N [d16adsdhs + by dadcha + by dadabat

1 [ 1 [

+01020304 + Q1020304 + Q1020304 + 1020304+
e B —— 1 —t—
+¢1 020304 + G PaB304 + 1 P20304]|0)
= DF(xl — ZEQ)DF(.Tg — l’4) + DF(xl — ZL’3)DF<JZ2 — l’4> + DF(Il — ZL’4)DF<JZ2 — JIg)

(1.19)

where ¢,,, = ¢(x,,) is a useful notation we shall use in the following. Notice that
the final result is expressed in terms of free theory propagators only®.

Armed with this powerful tool, we now go back to the Gell-Mann and Low ex-
pression for the two-point correlaction functions (1.15) and, as promised, work
with the Taylor expansion of the numerator. At the n—th order:

Z’n

(o[ [¢(x)¢<y)5 / Lom(y)dy - - - / Lmt(xn)dxn} 0) (1.20)

It is important to observe the consistency of the method: the zeroth order is
the same as in the free theory. One must also pay attention to the fields in the
interaction term, since they are all evaluated at the same space-time point. Once
we have arrived to this, all is left to do is to apply the Wick theorem. Let’s focus
on some specific examples. As a matter of fact the first order in the ¢* theory is

Formally this remains the very same expression for spinor fields too, despite some precau-
tions in definining an analogous contraction and the proper commutation signature due to the
fermionic nature of the fields.

®Obviously not by chance, one may have guessed this from (1.13).

11



CHAPTER 1. QUANTUM FIELD THEORY

trivial by virtue of the Wick theorem. The next simplest computation is the first
order in ¢* theory, which gives:

oI o) (5) [ s@eteoa] 10 -

_3 (_Z;A) De(z — 1) /DF(z — )Du(z — )t

+12 (_M> /DF © — 2)Dply — 2)Dp(z — 2)d*2 (1.21)

Now let’s switch to ¢? theory and consider the second order:

oI [o@stng (57) [oeses (52) [owotwotwate] o) -

~9. % (3—f’) Dy(z — j De(z — 2)Dp(z — w) Dp(w — w)dlzdhwt
16 % _—Z'g) Dol —y) [[ Dr(z = w)De(= = w) Dr(z = w)d'zd'w+
18- % (#)Q [[ Deta = 2)Dily = 2)Dilz = w) D — w)d'zdu+
+9- % (#) {[ e = 2)Dp(y — w) Dr(z = 2) Dp(w — w)d?zdw-+
+18- % (#) {[ i = 2)Drp(y — w) Di(z — w) Dip( — w)d?zd'w+

+ the same five terms switching (z <> w)
(1.22)

1.3.2 Feynman Diagrams

We now give a first, informal, physical introduction to the Feynman diagrams,
which later on we are going to discuss in a more rigorous way. They provide a
pictorial description of interaction processes. The main point is Wick’s theorem:
it allows to turn general correlation functions into a combination of propaga-
tors, so one is allowed to retain the intuitive interpretation of particles which
propagate from a space-time point to another. The method is simple: space-
time points are represented each by a vertex, propagators between points by
lines joining the corresponding vertices’.

"We shall define Feynman diagrams in a more general way later on.

12



1.3. INTERACTIONS

Following [PS], let’s return to the example (1.19) we previously worked out in
explicit computations and represent them as Feynman diagrams:

(0T [p1020304]|0) = + I I_;_ ><

We see that the total amplitude is the sum of all the possible (topologically)
inequivalent diagrams each defined by the different way of joining all the ver-
tices. In this sense, the combinatorial aspects manifest themselves.

In general we must keep track of external points x,y compared to the internal
points. Ignoring constant factors, for example the first order in the ¢* theory
(1.21) is represented by two different diagrams:

o ——O x Z _|_ ;&;

z Y

Keeping track of the external points also helps out in identifying inequivalent
diagrams®. Indeed for the ¢* theory second order (1.22) one gets five contribu-

tions:
e g ¢ s D
2 w T Y

+ & + ._Q L + e
€T Y T z w Yy T z w vy
z

Despite we won’t work with the S-matrix, it is useful in order to underpin the
physical meaning of Feynman diagrams as scattering amplitudes. Indeed, the
S-matrix allows us to express the cross section of an interaction process in terms
of the sum of all the connected amputated’ diagrams involved. However S-
matrix elements can be calculated from the time-ordered Green’s functions by
means of the LSZ reduction formula'?.

8For the scalar theory, internal points are kind of a dummy variable.
That is the largest of its 1PI subgraphs. See [PS] for a detailed discussion.
10See [LSZ] for details.

13



CHAPTER 1. QUANTUM FIELD THEORY

There is no great conceptual difference: we imagine as if the external points are
“stretched” to infinity. This means that the initial and the final particle(s) are
in some ideally prepared asymptotic states, joined to a vertex in the graph by
means of external lines, the incoming ones from "the past" to a vertex, the out-
going ones from a vertex to "the future". In this sense the propagators are also
called internal lines since they connect two vertices.

The constant factor we left behind is the product of factorials (from the Tay-
lor expansion and combinatorics), couplings and the symmetry factor, i.e. the
number of ways of interchanging vertex and lines without changing the dia-
gram.

All of these prescriptions for associating analytic expressions with pieces of di-
agrams are summarized in the Feynman rules.

The Feynman rules for a self-interacting scalar theory are:

Coordinate space Momentum space
l
1. F'or each' propagator: | zr «———e ¥y = Dp(z—y) — 5= R
(internal line)
z = (—i)) / dz = —i\
2. For each vertex:

= (—ig)/ddz = —ig

2

For each external point: | 2 &—=1 z 3 = e P
3.

For each external line: re—— = e P Zo—a—=1

In momentum space, at each vertex, impose momentum j—conservation
4.

, . d’p
and integrate over each undetermined loop momentum: n)
7r

5. Finally, divide by the symmetry factor in both cases.

The symmetry factor of a graph is defined as the number of permutations of
its internal vertices and internal lines which leave the external structure un-
touched. Besides, one must keep track of the signs assigned to the incoming
and outgoing arrows. In the scalar theory, the choice of one or the other con-
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1.3. INTERACTIONS

vention is arbitrary, as long as it is consistent with the momentum conservation.

These rules instruct us to construct amplitudes by joining independent pro-
cesses, to integrate over all points where this can occurr and then to sum each
of the inequivalent amplitudes!'. They are clearly useful to mnemonically ex-
tract the amplitude expression from diagrams.

Thus Feynman rules implicitly state that the amplitude of a disconnected graph
is the product of the amplitudes of all its connected components. We define a
one-particle irreducible (1PI) diagram as a connected diagram that cannot be
disconnected by removing any single internal line. Then any connected graph
can be seen as the concatenation of its 1PI components and the free propagators
necessary to joint them.'2,

The last thing in the Gell-Man and Low formula (1.15) we must take care of
is the denominator. It turns out its role is to remove the diagrams in the numer-
ator which are disconnected from every external points'.

At the end of the story the expression for a general m—points correlation func-
tions reads:

(QIT[¢1 - - - pm]|€2) = sum of all connected diagrams with m external vertices
(1.23)

1.3.3 Path Integral

Another formalism for representing quantum theories is to work with (Feyn-
man) path integrals. Formally, these are functional integrals like:

(A) / D i A(¢) (1.24)

Here we find the expectation value' of an operator A. It corresponds to the
generic combination of the fields A(¢), that is found at the integrand.

The integral measure is composed of two parts. The (Feynman) measure D¢ is
a generally ill-defined functional measure which operates as a concise way to

1Tt is worth observing that this is just the superposition principle.
12Gee [Fra] for details.

1BThat is, the different kinds of vacuum bubbles.

4For the free theory, this is the vacuum expectation value.
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CHAPTER 1. QUANTUM FIELD THEORY

represent the infinite-dimensional integration over all possible field configura-
tions, according to the superposition principle. We may formally write:

Do o [ [ do(=") (1.25)

where 2# = n*a is the discretization of the variable x on a lattice of spacing a
in a finite hypervolume L“. This is an intermediate passage that proves concep-
tually useful to make sense of some convergence property of these integrals,
despite being rich in tricky subtleties we will ignore.

The second term is a phase containing the classical action functional of the the-
ory under consideration. It weights the configurations and works much like for
the partition function in statistical mechanics. The dimensional / is kept explicit
in order to notice that in the limit 7~ — 0 we can use the method of stationary
phase to determine the classical path. In fact the stationarity condition is the
variational principle from which the equations of motion are obtained.

At the end one wants to recover the infinite system by taking the thermody-
namic limit L — oo and the continuum limit a — 0. It is the latter one which
shows up the intrinsec ultraviolet (UV) divergences of the perturbative quan-
tum field theory which are to be treated with renormalization theory.

This integral is defined up to an averall normalization factor, which we will
later compute. Furthermore, in the measure itself is absorbed an awkward con-
stant, which we tacitly sweep under the carpet, since it won’t bother us. A rigor-
ous mathematical treatment would be anyhow difficult. The explicit expression
and complete derivation of the path integral formalism can be found in any of
the references given in the introduction.

The benefit of this formalism is that it works directly with the Lagrangian, thus
preserving its symmetries and manifest Lorentz invariance. This comes handy
inasmuch it generalizes in a straightforward way to other, more general inter-
acting theories. It is also useful to define operator equations as equations which
hold when inserted into any path integral that has no other fields coincident
with those involved in the equation.

The aim is now to reconnect with the work previously done by translating all
in this new language. We begin with the path integral version of the Gell-Mann
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1.3. INTERACTIONS

and Low formula:

Dol T o@)o(y)
QT [o(x Q)= lim — 1.26
@I loow] 0= lm ST (1.26
Notice that by making explicit the interaction term £;,; we may interpret the
expression as if interacting theory as well is averaged by the free theory, thus
obtaining (1.15).

Next result we want to recover in this formalism is Wick’s theorem.
Before all, consider the free scalar field theory Sk¢. Therefore, according to
(1.17), we define again the contraction of two fields as:

— Do e"SKc h(
blopoty) = L2

= Dp(x — y) (127)

Then all is left to do is to Taylor expand the interaction term ¢’
integral, from which it follows the very same expression (1.20).

The Feynman rules are reached straightaway.

"t in the path

Remarking the analogy with statistical mechanics, we introduce the generat-
ing functional:

Z[J] = / Dep et/ LtTO)d% Zy = Z[J = 0] (1.28)
We added an external source term J(x)¢(x) to the general Lagrangian for con-

venience. Indeed, as it stands, this object allows us to reformulate the Gell-Man
and Low formula as:

0T 60110 = (—z' . Jim)) (—%(y)) 2]

J
where we make use of the functional derivative WJ (y) = 0D (z —y).

(1.29)

J=0

This trick is particularly useful when dealing with a free theory. If we specialize
to our free scalar case with Lk the source term is factorized and one gets a
convenient expression for the generating functional:

Z1J] = Z e~ 3 J J(@)Dp(x—y)J(y) d'z dly (1.30)

whose second derivative gives immediately the Feynman propagator.
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CHAPTER 1. QUANTUM FIELD THEORY

By taking higher derivatives of the generating functional we can compute every
Green’s function of the theory:

(ﬂ”%xl,..,mn)::(_4)n ces Z[J) (1.31)

1.3.4 Effective Action

It is very fruitful to look at some consequences of the deep connection between
quantum field thery and statistical mechanics in order to draw some results.
For simplicity we work with a single scalar theory and define the energy func-
tional E[J] by:

eimn:ZwL:/Iwaﬂ‘”Wm (1.32)

This is recognizable as the amplitude (Qe~"T|Q), implying that E[J] is the
vacuum energy with a source. At this point, we take the functional derivative:

5 6 I Z__fDmﬂw”W%w@

Z6J(x) - f@¢ ot [(L+T¢)ddy = —(Q|o(7)|Q2) s

(1.33)

getting the vacuum expectation value in the presence of a source J(z).
Following the analogy with statistical mechanics, we define the classical field:

Ga () = (Qo(2)[82).s (1.34)

Then by taking the Legendre transform of E[J] one defines the (quantum) ef-
fective action:

Tmmz—ﬂﬂ—/ﬂw%@W@ (1.35)

Observe that its functional derivative returns the external source, as expected:

)
0per()

Clpa] = —J(2) (1.36)

Assuming that I'[¢] o V.rs(de) it turns out that an extremum of the effective
action is obtained by solving the corresponding equation for the effective poten-
tial %‘/e 77(@a) = 0. The solutions of this equation are translational-invariant
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states (i.e. independent of z) with J = 0. The minima of the effective potential
define exact vacuum states of the quantum theory.

Going on, we take the second derivative of E[.J]:

6*E[J] ‘ . -
0l — @) +ild@)(ew) = ~de@dW)enn  (137)
This is the connected correlator (hence the notation). Indeed, diagrammatically
we have:

(p(x)o(y)) = = y + =z Y
GE)@) = @ y

where the blobs stand for a sum of connected diagrams. Notice that the two
disconnected terms cancel each other, as required. This is in fact true for any
higher order derivative, £[J] is the generating functional of connected correla-
tion functions:

0" E[J] o
§J(Q;1) e 6J($n) =1 <¢($1) e ¢(xn)>conn (138)

There is an akin relation for the quantum effective action, highlighting its pro-
found role in quantum field theory:

5nr[¢cl]

Spe(x1) - - 0y () = —i{p(xq) - P(xn))1pr (1.39)

This means that the effective action is the generating functional of one-particle
irreducible correlation functions.
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Chapter 2

Renormalization

"This is just not sensible
mathematics. Sensible mathematics
involves neglecting a quantity
when it turns out to be small - not
neglecting it just because it is
infinitely great and you do not
want it!”

P. A. M. Dirac [Dq8]

2.1 Introduction

The idea of renormalization goes back to fluid dynamics [CM], [Col| where a
moving object immersed in a field acquires an additional mass due to the inter-
action with the sorrounding fluid.

Therefore in classical physics one can separate and measure the mass of the
object and the body of fluid it drags. However in a quantum field theory it is
not possible to isolate a particle from its field, thus the bare parameters are not
physical observables. It is from this hindrance that arose bizarre albeit really
fascinating skills aiming to untie this knot.

Starting from a general picture of divergences in a quantum field theory, we
examine in detail the simplest example for the interacting scalar theory, the
one-loop self-energy. We develop techniques to manipulate divergent integrals
in order to keep infinities under control by means of some regulator.

Then we introduce local counterterms as main idea to perform renormalization
by compensating divergences. After discussing some prescriptions, we focus
on the combination of dimensional regularization [Wil], [tV], [BG] and minimal
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2.2. DIVERGENCES

subtraction scheme, both of which we will use in the following.

With this at hand we come to the description of the BPH(Z) procedure [BP], [BS],
[Hep], a systematic approach to renormalize a theory in a recursive way graph
by graph. In the end, solving the recursion leads to forest formula [Zim]|.

This section is largely based on [C|, from which we retain most of the notation.
Some insights are added from the other references.

2.2 Divergences

2.2.1 Regulators

We have seen (1.25) that path integrals can be regarded formally as the con-
tinuum limit of a lattice theory. The spacing a acts as a natural cut-off for the
large momenta, and thereby the integrals over momenta are function of it as
extremum of integration. In the limit a — 0, i.e. when this cut-off is removed,
these integrals appear to be divergent, despite in a definite manner depending
on qa itself. In this sense, the lattice spacing keeps under control divergences in
the theory. It is an example of UV regulator’.

There are many possible regulators, amongst which the more or less brute cut-
offs form a large class. Another standard way is the Pauli-Villars method. To
put it simple this just replaces the free scalar propagator with:
— S A) = -

r(p.m, A) p?—m2+ie p?— A% +ie

— 2.1
p? —m? + i€ (2.1)

whereby one recovers the free case in the limit A — oo.

When computed with a cut-off, the integrals are not immediately divergent
anymore, but the theory exhibits rather unphysical features such as loss of
Poincaré invariance. However this is not a big treat, since they serve as an inter-
mediate tool and in the end one is interested in the renormalized theory with
cut-off removed. Therefore any regulator is equivalent® and the choice is dic-
tated by computational convenience.

Despite divergences seem to invalidate perturbation theory, measurements give
plenty of credit. Path integrals and renormalization reach the scope to con-
struct sensible Green’s functions. For their part, Green’s functions encode all
the physics needed to describe a quantum field theory.

IThere also exist infrared (IR) regulators, but they won’t bother us in the following.
2 At least while working in perturbation theory.
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CHAPTER 2. RENORMALIZATION

2.2.2 Infinities

The simplest example of divergence in the ¢* theory is the one-loop self energy,
whose graph is:
k

p+k 2.2)

Its contribution is defined to be 7 times the value of the graph as dictated by the
Feynman rules, when the external structure is removed:

. 2 1 1
s ) = L9 / dik 2.3
) = Sy | w0 (0 + kP — e i) )

For d > 4 this integral has an overall UV? divergence.

One can firstly determine the asymptotic behavior by looking at the superficial
degree of divergence D of a graph, i.e. by counting the powers of momentum k"
in the associated integral for large momentum.

For (2.3) one has D = d — 4, implying it is convergent only for d < 3. In partic-
ular, for d = 4 the power counting suggests a logarithmic divergence.

At this point we introduce the lattice regulator in order to manipulate this ex-
pression and quantify the asymptotic behavior. We add and subtract the same
quantity and rewrite as:

El(an m27 d7 CL) = Elfin(p27 m27 da ,u27 a) + Eldiv(d; ,U27 a) (24)

Making the first term explicit, we see it is manifestly finite:

__ig’ 1 :
Yifin = 2(2m)1 / ((k:2 —m2+ie)((p+ k)2 —m?+ie) (k2 — p2+ i6)2> d(c;kS)

The second term instead contains the divergence:

Sai = ig” / ! Ak (2.6)
YT 202m) ) (K2 — p2 +ide)?

3Recall we are ignoring the IR behavior. Accordingly, in the following we shall make use of
a fictitious mass u to avoid problems in this regard, which can however be recognized in the
limit 4 — 0
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2.2. DIVERGENCES

It is important to observe that we not only singled out the problematic term,
but we also made this independent of the external momentum p, which will
turn essential in the cancellation of the divergence itself. Afterwards, one can
rearrange the integral as:

2 d—4 /1 — 41 2.2
Sran(d, o, a) = —— / (—y> dy  withx = —-— (7
2(4m)20(4) )1 Yy 1+ a?p

The full derivation and the computations for some value of d are is given in the
appendix A.1.

As an example in d = 4 the asymptotic behavior is:
g2

YR —
! 1672

1
In — + finite asa — 0 (2.8)
a

which is indeed a logarithmic divergence.
The superficial degree of divergence can be determined in a similar fashion for
any 1PI graph with no subdivergences.

2.2.3 Counterterms

Thus far we considered ¥;. This is the one-loop approximation of the self-
energy 3, the more general object defined as i times the sum of all 1PI dia-
grams with two external lines, when the external structures is removed. The
self-energy gives perturbative corrections to the free propagator and as such it
can be used to compute the full propagator of the interacting theory. Indeed one
has the recursive* relation:

G(Q)

)= —— + —O— + — OO +

(2.9)

where the 0th—order term is the (scalar) free theory propagator (1.11).
This is a geometric series in ¥ and can be resummed. At the leading order in g
one has ¥ = 3; + O(g?), therefore it gives:

1 1

72 ()2 — — 2 21
Gznt(p) p2—m2—2—|—ie p2_m2_21+26+0(g) (O)

Recalling the divergent part of ¥; (and of the full ¥) is independent of p?, we see

4In fact this is of the form: G = Gy + GG

23



CHAPTER 2. RENORMALIZATION

that the self-energy represents the dynamical contribution to the mass coming
from the interactions.
The actual mass m,,, of the particle becomes:

m2, =m? + E\Iﬂ:mzh (2.11)

Hence one reparametrizes the theory with the bare mass m? and rewrites the
mass term in the Lagrangian as:

2 5 P

¢2
— mQE T Mg = My om*— (2.12)

This is the sum of two terms: the first one is the physical mass of the free theory
and now appears in the free propagator. The second term is interpreted as a
piece of the interaction Lagrangian and, as such, it gives rise to its own Feyn-
man diagram:

— (2.13)

This is called the mass counterterm and is adjusted so that it exactly cancels the
dynamical contribution to the particle’s mass in the full propagator of the inter-
acting theory. It is determined as a power series in g.

Thus to O(g?) the self-energy is the sum of the one-loop graph (2.2) and the
counterterm, i.e. the renormalized self-energy:

Yir = lel_r{(l) (Z1(p%, mfjh, d,a) +6m?) = S1 4 (0%, mih, d, 11?,0) + (6m?* + L1giv)
(2.14)

We require dm? to cancel the divergence in X4, and then take the continuum
limit  — 0. Finally, setting (dm? + X14i) = —X1fin(m2y,, m2y,, d, i), one gets an
expression which is moreover indipendent of ;%

Y1 = X1 (P m?)h? d) — El(mgha m?}ha d) (2.15)

Notice that since the second term is independent of the external momentum, it

is true that:
8"213 anzl

apﬂl e 8plln - apﬂl e 8p#n

(2.16)

This is helpful to establish the form of the counterterms needed to renormalize
the theory. As a general statement, differentiating once respect to an external
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momentum decreases the superficial degree of divergence by one. We see for

instance: - L vtk
1 g PH R d
v =~ | T &1

The integral has now D = d — 5 and converges for d = 4.
Then the general idea is to lower the superficial degree enough to make the
integral converge, so that we can handle it and hereupon recover ¥, from ¥,
plus some arbitrary integration constants, to be fixed by imposing some renor-
malization prescription such as (2.14).
Therefore, going to d = 4 it is just needed to differentiate once. Besides one can
utilize the equivalence:
g pt O¥ig  pt 0%
op® 2 Opr 2p% Opr

(2.18)

and after some computations (see appendix A.2 ) we impose the condition (2.15)

to get:
2 1 2 2001 —
Sin(pt m2,, 4) = = / In (mp" pa x)> dz (2.19)
0

3272 m2, (1 — x4 x?)

and it can be worked out analytically.

This was a fairly easygoing case, since we have a single dimensionless diver-
gence that can be reabsorbed with a simple counterterm. Moreover, it is not just
a coincidence we needed to differentiate once.

If we go to d = 6, the one-loop self-energy has the asymptotic behavior:

2

g 1 ¢ 1
o568 a2 + 6173 In ; + finite asa — 0 (2.20)

21%

reflecting the superficial degree of divergence D = 2.

This is qualitatively different and is even dimensionful: clearly the single coun-
terterm of the previous case cannot suffice.

One pursues the very same technique and differentiating >, three times is suf-
ticient to make the integral converge in d = 6. Next we integrate and get three
additional terms of the form: Cy + A,p* + Cp?. The middle term would violate
the Lorentz invariance of ¥ so we just discard it.

By analogy we now look at the Lagrangian for a second counterterm propor-
tional to p?. In the self-interacting scalar theory there is not so much of a choice,
but the kinematic term accomplishes its task and provides the total countert-

erm: 5 8 9
Lo = —5m2? + 6Z< ;b)

(2.21)
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These give rise to a revised Feynman diagram that is still represented as (2.13).
Likewise the mass counterterm, one interprets this new counterterm as a redef-
inition in terms of a bare field ¢, = VZ¢:

(09) (0d0)* _ (99)> _ (09) (09)
o — 20 =7 = 0 (2.22)

This a wave-function renormalization that affects the propagator. In fact we
reinterpret the propagator in (2.9), (2.10) as a function of the bare quantities,
which in turn can be re-expressed as:

~ 14

YA
G(Q) _ /)
0 pQ—mgh—El—5m2+5Zp2+ie+

> _ 2 _
p My, YR

+0(g%)
(2.23)

O(g*) =

where ¥, is computed in terms of the bare quantities.
Then one have to impose some prescription on the renormalized self-energy.
For now, we go on with the mass-shell renormalization conditions:

0¥1r
YR ‘pQZme =0 o2

=0 (2.24)

2 _—m?2
=My,

These allow us to determine the integration constants.
What is left is to adjust the parameter Z such that the renormalized propagator
is:

G = g, + fimite aspt (2.25)
ph

We see there is a relation between the superficial degree of divergence and the
momentum dependence of the counterterm. This is true for a general graph.
Going to a dimension d > 6 the superficial degree is D > 2.

For example, in d = 8 there is a quartic divergence that would need a countert-
erm o (O¢)? which is not of the form of any term in the original Lagrangian,
so it cannot be reabsorbed. In this case the theory is called non-renormalizable.
Such occurrence can be traced back to the dimension of the coupling.

Indeed in the ¢? theory one has [g] = 3 — ¢, which must be non-negative to
ensure renormalizability”.

5Tt affects the dimension of the coefficients in the counterterms.
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2.3 Renormalization Scheme

2.3.1 Prescriptions

The basic idea of renormalization is to understand divergences as a shift in
the measurable quantities of the theory to some other effective value and as
such they can be compensated by tuning the parameters in the Lagrangian in a
proper manner. The latter is reinterpreted as written in terms of the bare quan-
tities, so that counterterms are singled out. For the scalar theory one has:

£=Lxa+ V(o) +La (2.26)

In general, counterterms are a finite number of functions depending on the
mass, the coupling and the lattice spacing.

Hence we work out the Feynman rules for the general interacting theory with
Lint = V(¢) + L and employ perturbation theory in powers of the renormal-
ized coupling. The counterterms are expanded in infinite series and to each
order they are adjusted graph by graph to cancel the divergences, so that the
net effect of the interactions stays finite in the limit @ — 0. If this can be done,
the continuum theory as constructed continues to make sense and is said to be
renormalizable.

There are infinitely many ways to determine the counterterms for a given the-
ory, each of these corresponding to a particular parametrization. Then one im-
poses some rule to resolve the ambiguity, i.e. a renormalization prescription or
scheme. As a concrete example, let’s consider the mass counterterm in d = 4.
In (2.14), (2.15) we adapted the counterterm to compensate the divergence and
then we adopted the mass-shell condition to fix the overall combination. In a
sense, we have split the bare mass in a precise way:

mg = m;Zh + 5m12oh = m;%h — Yidiv — 21f¢n}p2:mzh + 0(94) (2.27)

but nothing prevents us from choosing a different prescription in doing this.
Indeed one has a whole family parametrized by an arbitrary constant ¢:

mg =m?* 4+ dm* = m* — L4 — ¢°C + O(g") (2.28)

Clearly one requires that the theory gives the same results, that is bare mass
must be the same:

m2 — mIQ)h -+ g2€ — Zlfm‘pzzmih + 0(94) (229)
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This translates in a certain arbitrariness in the definition of the renormalized
self-energy:
SO m?) = Sipin + 6% (2.30)

which is however physically irrelevant. What is essential is that, whenever a
particular divergent graph occurs as a subgraph of a bigger graph, the ambi-
guity is resolved in the same way at each occurrence, since the corresponding
counterterm is generated by a single term in the Lagrangian.

Amongst the possible renormalization schemes, we have seen the mass-shell
(or physical) perscription (2.24) and are going to look into details the minimal
subtraction (MS) scheme, which we shall use in the following.

Another example is the BPHZ scheme, also known as zero-momentum subtrac-
tion.

Given a divergent 1PI graph I" with superficial degree D(I") > 0, let R(I") be its
renormalized value. The prescriptions are:
_0 0"R(T)

T — - 7
R( )|p2:0 aplil e apﬂn p2=0

=0, n=1,...,DT) (2.31)

BPHZ renormalization consists in implementing these by directly subtracting
off the first D(I") terms in the Taylor expansion of the integrand, performing
renormalization before the integration over loop momenta, thence without need
of any explicit UV cut-off. Adopting this the self-energy is, at d = 4:

/g2 1 1
n(BPHZ) _ 9 / _ &k (232
1R 3200 | \ (B2 —m2)((p+ k)2 —m2) (k2 — m2)? (2.32)

while at d = 6:

w(BPHZ) _ 2'92 / 1 1
1R - 6 2 2 2 2\ (L2 2 2+
1287 (k2 —=m?)((p+ k)2 —m?) (k?» —m?)

20p-k) Ak = (K =mPp*\
<k2 _ m2)3 (k2 _ m2)4 ) d k

(2.33)

2.3.2 Dimensional Regularization

The BPHZ scheme (2.31) makes manifest that there is no fundamental depen-
dence on the cut-off procedure when working in perturbation theory. Nonethe-
less, most of the times one is interested in a different renormalization perscrip-
tion, thus needing a regulator. Rather than employing a intuitive yet cumber-
some cut-off, we are now introducing dimensional reqularization, which presents
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some very convenient features we shall briefly mention afterwards.

Looking at the superficial degree of a graph one observes that going to a small
enough dimension d makes the UV divergences disappear® Therefore the idea
is to utilize the space-time dimension itself as a regulator, which is removed by
taking the limit d — 4. To do this one must treat d as a continuous variable.

Vector spaces of non-integer dimension do not exist as such, but at least in
perturbation theory Wilson [Wil] defined a consistent integration on a complex-
dimensional space. In a few words, one works on an infinite dimensional vector
space where is introduced an operation which is assumed to satisfy the ba-
sic properties of an integral, i.e. linearity, an opportune scaling law and roto-
translational invariance’. Taken as axioms, these ensure the operation is unique
(up to normalization) and it reduces to the usual integration when the dimen-
sion is an integer. Furthermore the integration must split into an ordinary inte-
gral over some integer-dimensional space and a spherically symmetric integral
over the remaining dimensions. It is this operation that embodies the dimen-
sionality, forcing all vectors involved in the integrand to lie in some integer-
dimensional subspace. We won’t give an explicit and exhaustive formulation,
however the outcome is that all the ordinary integration’s features are recov-
ered in this operation.

The upshot is we can work in a purely formal sense, assuming the usual ma-
nipulation can be worked out. Another assumption we need is this generalized
version of a gaussian integral for non-integer d:

/ e dlk = in? (2.34)

Given the validity of this expression, one then makes use of the Schwinger rep-
resentation:

A7l = / e At dt (2.35)
0

in order to recast the one-loop self-energy (2.3) in the form:

Y =— g - (2 — g) /o (m?* — p*x(1 — x))%_2 dx (2.36)

This result is unique up to overall normalization. The full derivation is given

®For example we can look at the one-loop self-energy in A.1.1.
7In this regard it shares some analogies with the Berezin integral.
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in the appendix A.3. The divergences now reside in the simple poles of the
I'—function for d = 2n + 4 whose residues are polynomials in p of degree equal
to the degree of divergence.

Apart from computational advantages, dimensional regularization brings the
huge benefit to retain explicitly Poincaré invariance (and also gauge symme-
tries). Besides it is exploitable to treat as well IR divergences in theories with
massless fields. Henceforward we shall also frequently and tacitly assume we
work in the euclidean metric according to the dimensional regularization pro-
cedure when performing integrals manipulations.

From (2.36) one easily gets the renormalized self-energy >,z in d = 4 by adding
a mass counterterm dm?(g,m?, d). Let’s say we impose the mass-shell condi-
tions (2.24):
nlrn — g r (2 — C—i> /1 ((m2 —pPx(1—x))2 72— (m? (1—x—|—x2))%’2> dx
1R~ 2(47r)% 2) J; ph — P ph
(2.37)

Now I'(z) has a pole® at z = 0:

1
['(z) = e + O(z) (2.38)
so that letting d — 4, at the first order we get the same result (2.19).

2.3.3 Minimal Subtraction
With dimensional regularization, one can explicitely expand ¥, in a power se-
ries in d — 4 and get the asymptotic behavior for d — 4:

5 1
¥, ~ — + g — Indr + / ln(mih —p*2(1 —2))dx (2.39)
0

Since the divergence amounts to a simple pole at d = 4, we may choose a renor-
malization prescription in which the counterterm is defined to cancel the sin-
gularity:

2
2
=9 __ 2 2.40
T i —d (2:40)

In doing this, one must also allow for the dependence of the coupling dimen-
sion on d, making the mass scale explicit:

g— ¥ty (2.41)

845 = 0.5772... is Euler-Mascheroni constant.
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2.3. RENORMALIZATION SCHEME

where (i is a mass parameter to render [g] = 1.
We also expand this term® and finally obtain the renormalized self-energy:

2

1 2 2 1— JZ)
Ewa__g_/ Y il d 2.42
1R 327T2 0 ( n 47T,LL2 + ’yE) L ( )

This renormalization scheme is called minimal subtraction (MS). Notice that
the counterterms are pure poles at the physical value of d. The parameter y is
entirely arbitrary, in fact making this a family of renormalization prescriptions.
For instance, in the M S scheme one reabsorbes the universal constants in the
unit of mass:

2 1 2 _ .2
(Ms) g m* —p°r(l — ) _2 2 —
Yig = 59,2 /0 ln( 2 dz p° =A4mpce " (2.43)

The asymptotic behavior of ¥; for d — 6 is worked out in the same way, this
time paying attention when we single out the singularity since the series is in
d — 6. First one has:

1
Iz—-1)= - +95 — 1+ 0(2) asz — 0 (2.44)

Notice also that the renormalized coupling is dimcnsionless in this case, so that
we must insert the unit mass /f’*%.
Being pedantic, it may be helpful to baldly set 3 — 4 = z and rewrite %, as:

2

1
_ 9 2\z o 1-2
¥ = o83 (Amp)*T (2 1)/0 £ 7 dx (2.45)

where we also put £ = (m? — p*z(1 — x))
Up to the constant factor, we simply pick the pole in the limit z — 0:

Nl P’ 2 2 2 p? '
Yo~ (5 —m?) + (v — 1 —Indrp®) (m 5 )t {Ingdr  (2.46)
0

thus the minimal subtraction conditions become:

1 g’
52_6(Mﬁw_®)+0@% (2.48)

Observe that: 2~4/2 = =4/ =1 4+ (2 - d/2)Inp + L(2 - d/2)? I p + . ..
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CHAPTER 2. RENORMALIZATION

For the renormalized self-energy one gets:

2 1 2 2
g m*—px(l —=z
9 =2 [ == (0 (L) 4 - ) o
(2.49)

2.3.4 Renormalizability

Hitherto we only focused on the self-energy graph, giving a detailed descrip-
tion of its divergences by means of power counting and how they can be taken
care of. We also introduced a set of tools and ideas that will turn useful in the
following. In particular we have chosen to make use of the dimensional reg-
ularization, implementing the minimal subtraction scheme, which in the next
chapter we are going to use in combination with the BPHZ procedure in order
to extract divergences from any graph.

In a similar fashion one can compute the lowest order counterterm dg for the
coupling from the the one-loop vertex graph:

v, = (2.50)

The full derivation is given in the appendix A.4.
In the minimal subtraction scheme the result for d — 6 is:

3

g =’ (m) +0(g") (2.51)

So far we have considered the two basic one-loop graphs in the ¢* theory and
worked out their respective counterterms up to g*. We see these are generated
at the lowest order in perturbation theory from the counterterm Lagrangian:

3

_5g 00 5 0t 5 O
Ly =07 5 om 5 5g3! (2.52)

Strictly speaking we should also include a linear counterterm o ¢ and a cos-
mological term. However, these are related to tadpoles and vacuum bubbles, so
that we can ignore them according to (1.23).
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2.3. RENORMALIZATION SCHEME

Clearly this cannot be the end of the story, there is plenty of more general and
intricate graphs in the theory which would require different counterterms. But
it seems the next perturbative order would spoil the results reached up to this
point, for one has to re-alter the prescriptions to include other graphs.
A crucial observation comes from considering the theory in d space-time di-
mensions. Looking at any 1PI graph associated to each n—point Green’s func-
a2
n —+ 5

tion, this has dimensionality [G’EZ?
By this and the arguments below the (2.25) we can deduce that the theory is
not renormalizable in d > 6 as a direct consequence of the negative dimension
of the coupling g, since we would have divergent graphs for any n by going to
a large enough perturbative order.

Morever we also see that in d = 6 the only divergent Green’s function are those
with n = 1,2,3 which we know how to renormalize using (2.52). These di-
vergences appear to every order in g but they are the only fundamental ones
in the theory, in the sense that they appear as subdivergences for other diver-
gent graphs. In order to see how to treat renormalization of the theory order by
order, another key point is to reconsider each counterterm in £, not a single

quantity, but rather as a sum of the form:

02 =) 6rZ=6Z+0Z+... (2.53)

1PI

and similarly for other counterterms. Each term of the sum cancels the overall
divergence in one particular graph generated by the basic interaction. Hence
the expressions (2.47), (2.48) and (2.51) simply represent the first contributions.
Higher contributions can be then worked out using an inductive argument, by
assuming renormalizability of the theory at the lowest order and then exploit-
ing the relations (1.13) for instance.

This idea provides a new approach on single graphs where the UV divergences
are located and can be renormalized by adding specific counterterms generated
from the given graph. For a renormalizable theory this can be done at every or-
der in perturbation theory. In the graph-by-graph method one must also show
these counterterms are local (i.e. polynomial in momentum) and they are tan-
tamount only to renormalizing the parameters of the Lagrangian. We are going
to see this can be done in a systematic way.
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2.4 BPHZ Procedure

2.4.1 Subdivergences

Once we elaborated on a good technique, we are now ready to deal with more
general, divergent graphs for the ¢* theory in d = 6.

Divergences come from looped lines when the involved loop momenta get large
and they are always confined in 1PI (sub)graphs. Hence there is no loss of gen-
erality in considering as subgraphs the familiar one-loop self-energy (2.2) and
one-loop vertex (2.50), which we know how to treat. If a graph diverges when
all its looped momenta get large, it is said to have an overall divergence. Be-
sides a graph can also possess subdivergences, which involve smaller subgraphs
(of which they are the overall divergence). In fact a general graph may have no
overall divergence despite being packed with subdivergences. As a warm up,
consider the following graphs:

- }@{ - o5

These are simple examples of 1PR graphs'®, since they can be made discon-
nected by cutting a single line. As such they cannot have an overall divergence,
for some lines are not a part of any loop. In fact we have two instances of subdi-
vergence, i.e. divergent subgraphs. We associate a specific divergence with its
subgraph as determined by power-counting. Moreover it can occurr that one
needs to consider the momenta behaviors individually, some getting large, the
others staying finite.

Observe that I'; possesses a single subdivergence coming from the only inser-
tion of X;, while I'; has three different subdivergences from the three regions
where one or both the loop momenta go to infinity.

The idea to renormalize these graphs is quite intuitive: counterterms are gener-
ated replacing each occurrence of a divergent loop in a graph with its individual
counterterm. In the case of any ¥;, this is represented by a graph (2.13), so that
substituting one by one we get:

= 5 b= O G= —O%  Gu= e (259)

Where a label 1 is added to recall this is the one-loop self-energy counterterm.

19As a remainder, 1PR stands for one particle reducible, the exactly opposite of a 1PI graph.
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Notice how generally 6, # 0, still contain a divergent subgraph that is then
renormalized by d,,. Therefore one must add (a combination of) these countert-
erms to their original graphs in order to arrive at the renormalized value.
More complicated graphs may possess many different subdivergences in addi-
tion to an overall divergence:

p+k
(2.56)

The graph I'; is an example of a nested subdivergence. It has two UV diver-
gences: one is the overall divergence, when £, / — oo; the other is the subdiver-
gence where ¢ — oo whilst k stays finite'!.

Instead, the graph I'y presents two overlapping subdivergences, that is they
share a common internal line, beyond the overall divergence k, ¢ — oo.

We start by looking at the counterterms for I'y:

02 (2.57)

|

p+k

The label 2 means the overall counterterm is obtained by considering the con-
tributions d,Z and d;m? in the expansions of the complete counterterms (2.53).
The existence of a nested subdivergence implies a non-local term that as such
cannot be removed by any local counterterm. However it disappears in the sum
'y + §, compensated by the counterterm to the subgraph!?. What is left is an
overall divergence which is cancelled by adding the local counterterm ds.
Therefore the combination I'; + § + d gives a finite value.

"10One could also argue we must consider the region in the space of the loop momenta where
k and ¢ both go to infinity with £ much more slowly, but the Weinberg’s theorem [W60] tells us
this does not need to be treated as a separate case.

12This can be computed explicitely, for example in the d — 6 massless case.
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For I'; there are three counterterms:

p—Y p+k
6 = T@—r O = T@—T 0y = —— (2.58)
l k

Where this time the label 4 comes from 6,7 and §,m>.

Like before, we first need to deal with subdivergences. Since the corresponding
subgraphs overlap, in this case they must be taken care single handedly, replac-
ing one at time and thus generating two countergraphs ¢, and ¢,. Each of them
corresponds to the insertion of a coupling counterterm (2.51).

The sum I'y + d;, + d; is finally renormalized by and overall counterterm 4.

This is the pattern: given a basic graph of the theory one adds the counterterms
generated from renormalizing its subdivergences and then the overall counter-
graph to get a finite value.

The overall divergence is still determined by power-counting. In fact one can
differentiate both the graph and its counterterms respect to the external mo-
mentum to decrease the superficial degree of divergence the same way we have
done before. It is moreover local, since after removing subdivergences we are
left with the counterterm of a 1PI graph, which is a polynomial in its external
momenta with degree equal to the degree of divergence. The trick works as well
for overlapping and nested subdivergences, aside from combinatoric problems
we are resolving in the following.

2.4.2 General Method

Consider a general Feynman graph I' with L loops and N vertices and let its
value be written as:

U(F)(ph cee apN) = /I(pb NN JNY T -akL)ddkl : "ddk'L (2-59)

Where the p;’s are the external momenta and the k;’s are the loop momenta.
This is the unrenormalized value of the basic graph as dictated by the Feyn-
man rules. In constructing a sensible counterterm, one must first subtract off its
subdivergences thus rendering local the overall divergence. We aim to a gen-
eral method to organize subdivergences for a graph I, generate countergraphs
from them and thereby obtaining a finite renormalized value R(I'):

R(I') = U(T) + S(I) (2.60)
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Here S(I') is the subtraction procedure, that is the sum of the counterterm
graphs. This is what one needs at the end of the day.

We start by looking at the case of a 1PI graph with no subdivergences, which
may only possess an overall divergence. One renormalizes the graph by sub-
tracting an overall counterterm:

R(T) =U(T) — T oU(T) (2.61)

The operation 1" extracts the divergence of U(I') implementing whatever renor-
malization prescription we choose. In the zero-momentum subtraction 7" takes
the Taylor expansion of U(I") around p* = 0 and picks out the terms up to or-
der D(I"), the degree of divergence. Instead, in the minimal subtraction scheme
that we shall use, 7" takes the Laurent expansion of U(I') around the physical
space-time dimension d = d, and picks up the pole terms. For dy = 6 one has'®:

To¥, =02Zp*—6m? = v m? e (2.62)
6 6473(d — 6)
3
ToVy =idg =it —T 2.
o Vi 7/519 (2% (647T3<d _ 6) ( 63)

Notice that the mass unit 1, in fact U(I") and its pole part must have the same
dimension for any d.

To renormalize a more general graph I' we must first know how to renormalize
its subdivergences.

Let R(T") be the unrenormalized value of I" with subtractions made to cancel the
subdivergences. Since the only remaining (possible) divergence is an overall di-
vergence, again we can now make use of the operation 7" to define an overall
counterterm by applying to R(I'). One gets the improved version of (2.61) for
the renormalized value of I':

R(T) = R(T) — T o R(T) (2.64)

We have a recursive definition of R(I"): successive application of this expression
to smaller and smaller subgraphs ultimately brings us to graphs with no sub-
divergences which can be renormalized with (2.61).

All that remains to do is to construct R(T), being U(I") with subdivergences

13The notational abuse T o U(I") = T(T") may recur since it is harmless.
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subtracted. Finally we define:

R(I)=U[I)+ Y C,(T) (2.65)

y&r

Observe that the sum is over all the proper subgraphs ~ of I, rather than the
divergent ones only. Hence the notation C.,(I') which means that we replace the
subgraph v by its overall counterterm:

—T o R(y) if yhas an overall divergence

7= C) = { (2.66)

0 if v has no overall divergence

that we also write directly as: C,(I") = U(T) |7_> o)
Besides, notice that this reproduces (2.61) when I" possesses no subdivergences,
since the summation brings null contribution and R(I") = U(T")

Let’s see how this work with our examples (2.54).
First we apply this to the graph I';, with only one subdivergence:

R(I'y) = R(Ty) = U(Iy) 4 Cx,(I'y) = U(Ty) + Uy (2.67)

) ‘21—)—T021

the single counterterm being d;.

Next, consider I';: this is tricky because the divergent subgraphs do not inter-
sect. Let 7, and ~, be the self-energy bubbles and 7, U 7, their disjoint union.
Again we have no overall divergence, so:

R(T3) = R(T'3) = U(Ts) + O, (T3) + C,(T's) + €y, (T's) (2.68)

Here usually C., (I's) = U(L'3) |%_>_T(%_) for i = 1, 2 reproduce 6, and d.

The third term seems problematic. It corresponds to a subtraction for v; U 7,
when both loop momenta are large. But we must take away from it the coun-
terterms for the regions where only one momentum is large:

CmUnry)=-To [U(% Uz) + C(11)U(72) + U(71)C(72) (2.69)

Now we make two observations:

Uy Uy2) = UM)U(r2), ToC(y)=-ToU(v) (2.70)

The first one follows from the fact that v; U 75 is disconnected.
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The second one simply means that the pole part of a pole part is itself!*.
At this point we must define the operation 7" when acting on a disconnected

graph to act independently on its components:

To[U(Mm)U()] = (ToUm))(ToU(1))

To[CO)U(y)l = —(ToUM) (T o U(y)) (2.71)
Therefore we find that:
CrmUm) = (ToUm))(ToU(y)) =To [UN)U(1)] (2.72)

And the countegraph ¢, is represented by:

O’YlU’Y2 (F3) = U(F3)|’Y1U’)/2—)TO[U('V1)U(72)] (273)
The above procedure generalizes to an arbitrary graph. Applying to I'; and I',
in (2.56) the result is of the form (2.64) with:

R(Ty) =UTy)+U
R(Ty) = U(Ty) + U(Ty)|

(T'2) |21~>7T021

+U(Ty)| (2.74)

v3—==T(v3) ya——T(74)

Where 73 and 4 are the two one-loop vertex subgraphs.
These respectively represent 6, 6, and ¢; (2.58). The two overall counterterms
are given by the action of T, i.e. §; ~ —T o R(T;) for i = 2, 4.

However, these are still fairly simple computations which conceal the full power
of the method.

2.4.3 Forest Formula

After having set up the formalism, now we work out a general graph as guide-
line to reach a systematic procedure for extracting the divergences from any
integral.

Consider a graph with nested and multiply overlapping divergences, the three-

M“Explicitely T o [T o U(y;)] = T o U(y;) and the minus sign following from the definition
(2.66).
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loop self-energy I':
$
k q
{—ky qg—1ry
p p
p+k p+q
ptt (2.75)
First of all, its divergent subgraphs are:
J4 J4
N ‘ q
nm= "% | Y= ,, Y5 = U
p+k > p+aq
p+£ p+£L
4 q k 4
X - - - - .
vy = —* Y-k Ya—¢ yp= tRY a-tY > (2.76)
Ptk > > > > pta
p+4L p+aq p+k p+£L

They are connected 1PI graphs except for 5.
Following the technique, we must subtract these subdivergences according to
(2.65):

5

RHU:IN+§:FM%a%) (2.77)

=1

Observe that in rewriting this expression we simply denoted the value of a
(sub)graph by the (sub)graph itself. It is immediate to represent this by Feyn-
man graphs:

RT) = —— + 1{:[j}+<i[j%2

With labels specifying which subgraph has been replaced by its counterterm.
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The graphs v, and 7, have no further subdivergences. Their counterterms are
the ordinary one-loop vertex’s one, given in (2.50):

Clyi)=-ToU(y)=-ToVy i=1,2 (2.79)

These two are the divergent subgraphs respectively of v; and 4. Hence we have
two counterterms of the more general form —7 o R(v;):

0(73) =-To [73 + 73|71—>—T(71)] 0(74) =-To [74 + 74|72—>—T('yg)} (2.80)

Finally ~s is a disconnected graph. Similarly to (2.72):

Cls) = =T o [17 = Tn)e = nT(w)] = T(W)T(2)  (281)

At this point we get the renormalized graph (2.64) by removing the overall
divergence:

i—C(yi) To

R(F)—F+ir

i=1

5
I'+ Z F"Yiﬁc(%’)] (2'82)

i=1

The first six terms represent (2.78) and the last six form the subtraction for the
overall divergence. The overall counterterm can be shown to be local and of a
degree in momentum given by naive power-counting through the differentia-
tion trick.

This expression can be recasted in a different shape defining a new operation
onvy C I'as:

~T,(I) =T (2.83)

y—==T(v)

Observe from (2.65) and the definition (2.66) that in the case of a 1PI (sub)graph
with no subdivergences this is the very same of C.,(I"), but this equality cannot
continue to be true when the graph presents subdivergences, because in general
T(y)=ToU(y) #ToR(7).

However, this turns to be exactly its usefulness. In fact, considering v; and its
subgraph v, the (2.80) can be rewritten as:

Cly) = =T o[y — Ty, (73)] (2.84)

We want to convince ourselves that the following holds:

C’Y3 (F) = _T'Ys o [F - T’Yl (F)] = _T’Ys °© [1 - T’Yl](r) (285)
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Expanding it implies the chain of equivalences:

C,(T)=-T,, o[l =T, ()] =

’73—>—T(73)+T0T71 (v3)

— [F+ry

(2.86)

'Yl—)—T(’Yl):| "/3—>—T(’73) - F”yg—)—T(’yg,) + |:F"y1—)—T("/1)i|

v3—=—T(73)

This is nothing more than a request of linearity, which indeed is valid at the
level of the integral U(I"). Moreover one has a composition law for nested sub-
divergences:

F|73—>—T(73)+T0T71 () F|73—>—T(73) + F‘V3—>T°Tvl (73)
= F"Ys—*TOTﬁ (v3) [F"Ylﬁ—T(’h)} v3——T(v3) (2.87)
We can also see (2.4.3) directly from the viewpoint of the graphs (2.78):
0| -0 [0~
13 —=>C(73) ¥3—=—T(73)
(2.88)

The equation tells us that the countergraph C.,(I'), given by the total coun-
terterm for the subgraph 3, can be effectively obtained by adding the counte-
graph C,, (I') to I' (i.e. subtracting the subdivergence) and then renormalizing
the overall subdivergence.

At this point the linearity simply translates in:

=0 .- [0

That is the graphs formulation of (2.4.3), we now manifestly read it being the
machinery for nested subdivergences.
In conclusion, substituting in (2.77) gives the subtractions:

(2.89)

v3—=—T(73) v3—=ToTy, (73)

R(F) =T - T’Yl(F) -1, (F) - T%(l - Tw)r - Tm(l - Tvz)r + TwT%(F) (2.90)

And applying the 7" operation grants the overall counterterm.
This generalizes to arbitrary graphs. The upshot is one can explicitely solve the
recursion (2.64) to find Zimmermann’s forest formula:

RI)= Y [[-7)0) (2.91)

FEeF(T) vEF
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The sum is over the set F(I") of all the possible forests of I'. A forest f of I'
is a collection of non-overlapping divergent subgraphs v C T, i.e. disjoint or
nested 1PI subgraphs. The empy set () and the forests that do not contain the
tull graph I' are called normal forests. For our graph (2.75) there are eight of
them, written in set theoretical notation as:

(Da {71}7 {72}7 {73}? {717 73}7 {74}7 {727 74}7 {75} = {717 72} (2-92)

These can be also read directly from (2.90), formally defining -7} = 1.
For consistency over nested subgraphs, the 7', operations are applied inside to
outside. In fact considering the forest {~,v;} where 7, C 75 gives:

[[ -7I0) =7, (2.93)

ve{v1,73}

The other half terms —T o R(I') which combine into the overall counterterm
are included when considering the full forests, constructed by adding the full
graph I' to the normal forests. Hence we also identify -7t = —T.

The forest formula applies to individual Feynman graphs, extracting the finite
part by subtracting its overall divergence and subdivergences. As we have seen
in our example, it gives the same result of the recursive formula (2.64), despite
we won't give the full proof for a general graph, which can be found in the
reference ([C]). We are now provided with both a recursive and a non-recursive
definition for the renormalization of a Feynman graph.

I>Forests may as well be defined containing convergent graphs, for example is one is willing
to change the definition of the T" operation. Then the sum is simply extended to be trivial on
these extra forests. However we won't need this.
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Chapter 3

Hopf Algebras

HE — - GEERETY

Tao Te Ching, chap. X

3.1 Introduction

Hopf algebras are all-encompassing objects which merge two kind of dual struc-
tures in a precise yet broad manner. Beyond this charming property, they also
gained popularity in physics as a “generalization” for the usual description of
the symmetries in a physical system, because of their nice representation the-
ory. In fact, amongst other things, they can be seen as noncommutative defor-
mations of both Lie groups or Lie algebras.

Clearly they are the main characters of this section. We give the algebraic con-
cepts useful to reach the definition and list some interesting facts about them.
Then we look at some standard Hopf algebras, including the definition of graded
Hopf algebra which we will need later.

Afterwards we introduce some other objects over Hopf algebras to build up the
content of the next section, in particular Hopf characters.

We assume familiarity with basic abstract algebra and linear algebra. The nota-
tion will be the standard one, otherwise stated. Notice that we shall make use
of the tensor product ® without any rigorous definition. This choice is made
to settle things once and for all, in order not to introduce more concepts than
needed, nor to use an unsatisfactory description. However, one may always
think of the carefree intuitive approach looking at the tensor product as a free
abelian group modulo the opportune equivalence relations. That is a quotient
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space of the direct product with desired properties of distributivity and bilin-
earity imposed on the pairs elements “by hand”.

For the Hopf algebra part we mainly followed [Maj| and [CP]. Some other in-
sights can be found in [Kas| or the classical [Swe].

3.2 Of Bialgebras and Antipodes

3.2.1 Definitions
Let K be a fixed field®.

Definition 3.2.1. An algebra is the triple (A, m,n) consisting of a vector space
A over K with two linear maps m : A® A - Aand n : K — A making the
following diagrams commute:

mid 77®zd

ARARA — AR A ARA +—— AK

id@ml ) lm \ lm / (3.1)

ARA —— A

id®@mn

The first diagram tells us that the product is associative, that is written on ele-
ments as m : a ® b — ab one has (ab)c = a(bc) Va,b,c€ A

Moreover the second diagram says that the algebra has a unit element, ex-
pressed by the map n(1) =14

Remark. Define the transposition map 7 : A ® A — A ® A which switches the
factors 7(a ® a’) = (¢’ ® a) , hence we will simply refer to as flip.

The opposite algebra A is the algebra (A, m°,n) with product m® = m o .
Then the requirement for the previously defined algebra A to be commutative is
A= A° ,thatis m = m°

Definition 3.2.2. An algebra morphism f : (4,m,n) — (A’,m/,n’) is a linear
map f: A — A’ such that:

o(f@f)=fom and  fon=1 (3.2)

Remark. If A and B are two algebras over K, their tensor product A ® B is an
algebra with product: (¢ ® b)(a’ @ V') = ad’ @ bb', extended by linearity.

IThis could also be made a bit more general considering a commutative unital ring k. Ac-
cordingly vector spaces and linear maps shall be replaced by k-modules and module maps and
so on.
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Remark. Let A be an algebra and I C A a linear subspace. Then I is said to be a
two-sided ideal if it is closed under multiplication both from left and right, i. e.
m(I®A) CIDO>mA®I)

The quotient vector space A/ carries a quotient algebra structure.

One of the benefits of the formulation through commutative diagrams is one
may start wondering what happens by sistematically reversing all the arrows.
The upshot is in a certain sense the dual notion.

Definition 3.2.3. A coalgebra is the triple (C, A, ¢) consisting of a vector space
C over K with two linear maps A : ' - C ® C' and € : C — K making the
following diagrams commute:

CRCeC &8 cgC L Yol

id®AT TA \ T / (3.3)
CeC+—=—C
The coproduct A is coassociative, i.e. it (co)satisfies the relation:
(A®id)o A= (id®A)o A
The counit ¢ is thus defined on any element: (¢ ® id) o A(c) = ¢ = (id® ) o A(c)

One can expand the coproduct of an element as a linear combination in C' ® C.
In writing these, there exists a well established and useful convention.

Definition 3.2.4. Sweedler’s (sigma) notation:

Ale) =) ey @i = Y e @)

i (c)

The choice of the elements c;(; € C is far from unique. The convention consists
in dropping out the first index i. When there is no room for confusion, we shall
omit the summation symbol too.

Moreover we see there is no order ambiguity for a further coproduct?:

C(1) ® C2)(1) B C2)(2) = C1)(1) @ C1)(2) D C2) = (1) & C2) B C(3)

where we made use of coassociativity in the first equation.
Therefore this notation can be extended to any iterated coproduct, which we
indicate as A" : ' — C®"*!

2Majid points out: "Physicists should think of c as being like a probability density function: its total
probability mass €(c) is being shared out among different spaces.”
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Remark. In an analogous way to the case for algebras, if we set A,, = 70 A with
7 being the flip, one obtains the opposite coalgebra (C, A,,, ¢) denotd by C,,.
The coalgebra C' is then said to be cocommutative if C' = C,, , thatis A = A, .
An example of cocommutative coalgebra is the field K regarded as a vector
space over itself, with natural maps: ¢ = idg and A : K - K® K

Definition 3.2.5. A coalgebra morphism f : (C,A,e) — (C',A’,¢’) is a linear
map f : C — C’ such that:

(f@floA=Aof and of=¢ (3.4)
Remark. If C'and D are two algebras over K, their tensor product C ® D is an
algebra with product: A(c ® d) = c(1) ® d1) ® c(2) @ d(g)
Remark. A coideal is a subspace of a coalgebra J C C' such that:

AJ)cJeC+C®J and e(J)=0 (3.5)

The quotient vector space C'/J carries a quotient coalgebra structure.

Nothing prevents a linear space to be endowed with both an algebra and coal-
gebra structure, respecting some conditions.

Definition 3.2.6. A bialgebra is the quintuple (H,m,n, A, ¢) consisting of a vec-
tor space H over K carrying the two structures of an algebra (H,m,n) and a
coalgebra (H, A, £) with one of the two dual conditions holding:

e A ¢ are algebra morphisms, i.e.: A(ab) = A(a)A(b) and (ab) = £(a)e(b);

e m,n are coalgebra morphisms, i.e.: A(a)A(b) = A(ab), which is the same
as before, and the definitory 7(z1)) ® n(z@2)) = A(n(z)).

These provides specular interpretations of bialgebra.
In terms of commuting diagrams, the first condition for instance is given by:

HoH "+ H 2 s HoH

A®Al Tm®m (3.6)

HoHQH®H ™4 o HoHo H

We shall need another important map which underpins a special class of bial-
gebras.
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Definition 3.2.7. A Hopf algebra is a bialgebra H with a linear map S : H — H
obeying:
mo(S®id)oA=noe=mo (id®S)oA (3.7)

This map S is called an antipode and makes the following diagrams commute:

H <  K—" @

The antipode plays a similar role to the inverse map in the group structure,
although it does not satisfy S? = id in the general case.? Being such a prominent
object, let’s summarize some important features.

Proposition 3.1. Let S be the antipode of a Hopf algebra H. Then:
o If S" is another antipode of H, then S" = S;
o S is an algebra antimorphism, that is:

S(hg) = S(g)S(h) and S(1) =1
e S is a coalgebra antimorphism, that is:

(S®S)oA(h) =T0AoS(h) and o S(h) =¢e(h)

Proof. We prove the first point, the others follow by axioms rearranging the
terms in a similar way.
By the counit axiom we have:

S'(h) =mo (S"®@{noe})oA(h)
Then we insert the definition of the antipode S:
=mo (S"®{mo (id® S)oA})o A(h)
but using the tensor product property this becomes:
=mo (§'®{mo(id® S)})o (id® A)o A(h)
and at this point we can use the associativity of m and the coassociativity of A:

=mo ({mo (S ®id)}®S5)o(A®id)oA(h)

3In infinite dimension it is not even true the existence of an inverse linear map S~1
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By reversing the process we first get the tensor product:
=mo ({mo (5 ®id)o A} ®S)oA(h)
thus reabsorbing S’, which by hypotesis is an anitpode, we have:
=mo({noe}®S9)oA(h)=S(h)

where thesis is obtained by the counit axiom. O

One can add some more insights on the significance of the antipode.

Definition 3.2.8. Given an algebra (A, m,n) and a coalgebra (C, A, ) on a field
K and two linear maps f,g : C' — A, the convolution product is defined as the
composition:

frxg=mo(f®g)oA (3.8)

Remark. The convolution product is a bilinear map on the vector space Hom(C, A)
of the linear maps from C' to A.

Actually this makes the triple (Hom(C, A), *,n o ¢) into an algebra, called the
convolution algebra.

Remark. When A = C' = H is a Hopf algebra, the antipode S € End(H) is the
inverse of the identity map for the convolution product:

Sxid=1id*xS =noe (3.9)

Remark. Given a bialgebra H, we can flip the underlying structures to get the
three bialgebras H,,, H? and HJ} . Thus H is said to be commutative or cocom-
mutative if it such as an algebra or a coalgebra respectively. In both cases the
antipode simply becomes a morphism of algebras and of coalgebras. Further-
more if H owns a Hopf algebra structure with invertible antipode S, one gets
three new Hopf algebras with antipodes respectively S, S~! and S

Definition 3.2.9. A morphism of Hopf algebras is both an algebra morphism
and a coalgebra morphism.

Remark. Actually this is the same definition for a bialgebra morphism. Indeed,
given a bialgebra morphism between two Hopf algebras f : H — H’ a further
condition should be the compatibility with antipodes S’ o f = f o S but this is
automatically satisfied.

Remark. Combining the results, an invertible antipode S : H — H is an anti-
automorphism of the Hopf algebra H , i.e. regarded asamap S: H — Hgl itis
an isomorphism of Hopf algebras. Accordingly, S? is an automorphism and if
moreover H is commutative or cocommutative it can be shown one has S? = id
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Remark. If H and H' are two bialgebras over K, their tensor product H ® H’
brings the tensor product structures of algebra and coalgebra and is therefore
a bialgebra. Besides, if they are equipped with two antipodes S and S’ , then
(H® H',S®S'")is a Hopf algebra.

Remark. A Hopf ideal is two-sided ideal of a Hopf algebra I C H such that:
A(l)cIT®@H+H®I, e(l)=0, S(I)cl1 (3.10)

As usual the quotient vector space H/I inherits the Hopf algebra structure.

Now time has come to keep the promise and go thoroughly the question of
duality. We start noticing the nice fact that reversing all the arrows in the defi-
nition of the Hopf algebra one obatins the very same definition of Hopf algebra,
which is generally a different one, although clearly related in some way to the
underlying vector space structure. This is no surprise, since we guessed the
notion of coalgebra by analoguously reversing the diagram for an algebra and
then we glued both of them to get a bialgebra. However there seems to be no
contraindication in beginning this process from a coalgebra. It is a feature of
several algebraic constructions concerning the reversal of tensor product. Still
we want to clarify how this equivalence works: the core of the duality is the
reversing of arrows and, needless to say, it can be given a precise meaning in
terms of dual spaces.

Definition 3.2.10. Let V' be a vector space over K. The set of all K-linear maps
¢ : V. — K forms a vector space equipped with pointwise addition and scalar
multiplication, the dual vector space V*.

Remark. Recall that by setting z[p] = ¢(x) Vz € V,Vy € V* one induces a dual
pairing, i.e. a bilinear map (-,-) : V* x V — K.

The pairing implies the inclusion V' C (V*)*. Moreover it extends to tensor
products pairwise?, so that for any two vector spaces V;* ® V;* C (V; ® V2)*. This
inclusions are actually isomoprhisms in finite dimension, in fact one can choose
two bases and show that the dual pairing is non-degenerate.

Remark. Given a coalgebra (C, A, ¢), the pairing (-, -) = ev defines adjoint maps:
A C"C—=C” e :K—C”
(A (0 @), 2) = (@9, Alz)) (e (1),2) = (lev, e(2))

“That is (¢ ® ¥,z @ y) = (¢, ) (1, y)
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The coalgebra axioms make the triple (C*, A*, £*) into an algebra.

The converse is not true in the general case’, because the dual map m* might
not take values in the proper subspace. Nevertheless it also holds in finite di-
mension that for an algebra (A, m,n) the similar pairing gives rise to a dual
coalgebra (A*, m*,n*)

Therefore the idea of reversing the arrows in the diagrams can be understood
as linear dualization. When finite-dimensional algebra and coalgebra structures
on the same vector space are assembled into a bialgebra, we have the following:

Proposition 3.2. Let (H,m,n, A, ¢) be a finite-dimensional bialgebra over K and let
(-,-) : H* x H — K be the dual pairing defined by the evaluation map ev and extended
to tensor products pairwise. Then on the dual space is carried the bialgebra structure
(H*, A*,e*, m*, n*) specified Vo, € H*,Vx,y € H by:

(A (0@ 9),x) = (@9, Ar)) (€ (1),2) = (L, e(x))
(m*(¢), x ®y) = (6, m(h © g)) (" (0), 1) = (¢, n(1))

Proof. In the previous observation we already give a pictorial explanation of
how associativity and coassociativity translate into one another. What's left is
to verify the structure by the axioms of H, which is just a matter of calculation.
We have from the definitions:

(m* o A" (9@ ),z @y) = (A (0@Y),mx®y) = (p@h,Aom(z®@y)) =
H is a bialgebra, so we use the fact: Aom = (m®@m)o (id®7T®id) o (AR A)
= (¢ @Y, (m@m)o (id®T1®id)o (Alx) ® Ay))) =
Recalling we are in finite dimension and with some slight abuse of notation:
= (ld@T1®id)o (m"(¢) @m"(¥)), Alz) @ Aly)) =
And finally, by the multilinearity of the tensor product and the pairing;:
= (A"@ A% o (id@T@id) o (m"(¢) @ m™ (), x @ y)

Which asserts exactly the compatibility condition between product and coprod-

SFor the coalgebra it is essential that we are able to define the multiplication on the dual
space by restricting the domain of the map A*.
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uct in H*. Similarly, for unit and counit we have:

(m*oe”on 0o AP ¢),x@y) = (e on 0 A" (¢ @ 1), m(z @ y)) =
After omitting some obvious passages, we make use of the bialgebra structure on H,

in particular we make usof: Aonocom = (n®n) o (¢ ® ) to obtain:

=((9@Y),Aonocom(z@y)) = (p@¥, (n@n) o (e(z) ®e(y))) =
Again, relying on the finite dimension, by multilinearity one gets:

= (@) @0 (¥),e(x) @e(y)) = (e @) o (" (0) @1 (), @ y)

That is the second assertion we needed. Thus H* is a bialgebra. O

The infinite-dimensional case is more tricky for it carries the usual issues present
in the correct definition of dual space. One way to proceed is to restrict to a sub-
algebra H° C H* with the right properties and define this as the dual. However,
in some case it may result somehow clumsy to extricate in such subtle task.
Thus a different approach is to abstract the finite-dimensional pairing’s feature,
i.e. to compensate for the infinite dimension by assuming the non-degeneracy.

Definition 3.2.11. Two bialgebras H,, H, over K are dually paired if the bilinear
map (-,-) : H; x Hy — Kis a pairing, that is with obvious notation:

(M (1 @ Y1), 12) = (21 ® Y1, Ag(z2)) (m(1),z2) = (1m,, €2(x2))
(Ar(21), 22 ® y2) = (21, M2(T2 ® Y2)) (e1(1), 1m,) = (w1, m2(1))

If H,, H, are equipped with the additional structure of Hopf algebra, the condi-
tion for the antipodes is:

(S1(w1), w2) = (21, Sa(w2)) (3.11)

Futhermore they are said to be a strictly dual pair if the pairing is non-degenerate,
i.e. for any element y € H, such that (z,y) =0 Vz € H; then it impliesy = 0,
and vice versa.

Remark. Clearly this is consistent in finite dimension, where the pairing means
that H, and H, are dual each other.

It is important to note that one can always make a pairing non-degenerate by
quotienting with opportune (bi)ideals in order to identify all the null elements.
The resulting sub-bialgebras are then strictly dual pair.
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Remark. In the case of H being a finite-dimensional Hopf algebra with antipode
S, then the bialgebra H* is a Hopf algebra with antipode S*, following by the
definitions and then the property of being unique.

Another nice feature one can check is that the dual of a commutative Hopf
algebra is cocommutative, and vice versa.

3.2.2 Some Examples

Stated the basic concepts, we now give a review of standard Hopf algebras.
Along the road we also exploit this section to introduce some other definitions
we shall use in the following.

Definition 3.2.12. Let X be any set. A reduced® word in X of length n is any
expression of the form: rlayt .. -zt where 1, ..., 7, € X and x; # 7,4

When X is (in corrispondence with) a subset of a group, any element of this
group can be represented by a word in X and in particular the identity is rep-

resented by the empty word () which is the unique word of lenght zero.

Remark. The vector space K(X) with basis the set of all words in X can be pro-
vided an algebra structure wherein multiplication is defined as concatenation
of words:

(i - i) )Ty = T4y) = Ty - Ty Ty T (3.12)

This is called the free algebra with basis X.

Group Hopf algebra KG

Let (G, -) be a finite group with identity e. The group Hopf algebra KG is the
free algebra with basis G obtained extending linearly the structure maps:

m=- nl)=e elg)=1 Alg)=9g®g Slg)=g"' (3.13)

KG is always cocommutative and is also commutative only if G is abelian.

Group function Hopf algebra K(G)

Let G be a finite group with identity e. The group function Hopf algebra K(G) is
the algebra of functions on GG with values in K and pointwise product: (p¢)(g) =
0(9)¥(g) Vg€ G, Vo, € K(G) supplemented by the structures’:

A()(g1,92) = Slgrg2) (@) =0le)  S(9)(9) = (g7 (3.14)

SThere is no loss of generality since any word can be put in this form by successive simplifi-
cation of terms like zz~! and 2~z
"There is the identification: K(G x G) 2 K(G) ® K(G)
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K(G) is always commutative and is also cocommutative only if G is abelian.

Remark. One may see some similarity between these two Hopf algebras and
there is no coincidence. With the pairing given by the evaluation map, K(G) and
KG are a strictly dual pair. This has some significant consequence: if G is a finite
abelian group, the isomorphism induced by this duality entails Pontryagin’s
duality. Moreover, when G is not abelian, one can still make sense of this picture
in the context of noncommutative geometry.

Graded Hopf algebra

Let (H,m,n, A, ¢, S) be a Hopf algebra which is also a graded algebra, i.e. there
exist a family { H }xen of subspaces of H such that:

H=@H, with H-HjCHy; VijeN (3.15)

This is furthermore said to be a graded Hopf algebra if the structure maps pre-
serve the grading:

and the flip is graded: 7(h®h') = (-1)"K @ h Vh € H;,Vh' € H;

Tensor Hopf algebra 7T'(A)

Let (A, m,n) be an algebra on K. The noncommutative algebra generated by 1
and linear combinations of finite tensor products of elements of A forms the
tensor algebra:

T(A)=P4a®" A=K (3.16)

n>0

This has a further Hopf algebra structure with:
Ala)=a®1+1®a g(a) =0 S(a) = —a
A multitude of Hopf algebras can be constructed from tensor and graded Hopf

algebra by quotienting with an opportune Hopf ideal. Some standard examples
are the symmetric algebra, the exterior algebra or the following.
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Universal enveloping Hopf algebra U(g)

For any Lie algebra (g, [,]), the universal enveloping Hopf algebra U(g) is the
quotient of 7'(g) modulo the Hopf ideal generated by the relations:

TRY -y =,y (3.17)

Note that A(g) is in the symmetric subalgebra of U(g) ® U(g), therefore U(g) is
always cocommutative. It is also commutative if g is abelian.

Remark. As a corollary of the Poincaré-Birkhoff-Witt, a Lie algebra g over a field
is canonically injected into its universal enveloping algebra. Moreover g gen-
erates T'(g) and consequently U(g) itself. Thus it suffices to impose the same
coalgebra and antipode structure on g:

Alz)=z1+1®x e(z)=0 S(x) =—x Ve e g (3.18)

This is tantamount to say that g is the set of the primitive® elements of U(g
y p

Definition 3.2.13. Let H be a general Hopf algebra with coproduct A. An ele-
ment x € H is called:

e grouplike,if: A(z) =rx®x
e primitive, if: A(z) =z®@1+1®x

Remark. We have seen that the set of grouplike elements is a group with inverse
given by the antipode, whilst the set of primitive elements equipped with the
bracket is a Lie algebra. Moreover they are also commutative or cocommutative
as Hopf algebras. It may be argued that Hopf algebras are to be considered as
the generalization of these structures. It's worth to briefly highlight that indeed
the (sub)categories of finite groups, compact topological groups, compact Lie
groups and affine algebraic groups functorially embed in a subcategory of the
category of Hopf algebras’. Specifically, it can be shown that any commutative
or cocommutative Hopf algebra in a certain sense is the same as one of the
examples given.

Finally, where the magic happens. Let’s give a standard example of noncom-
mutative nor cocommutative Hopf algebra, i.e. the Hopf algebras of what are
also known as quantum groups.

8In the sense of the subsequent definition.
See [Abe] for details.
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Weyl Hopf algebra U, (b, )

Let U,(b+) be the free algebra on the vector space K generated by the elements
1, X, g, g~ ! with the relations:

g9 ' =1=g""g gX =gXg (3.19)

where ¢ € Kis a fixed invertible element. It has the Hopf algebra structure:

AX)=X®1+g0X eX)=0 SX)=-¢g'X
Alg)=g®yg e(g) =1 S(g)=g"
Alg)=g'og" egh=1 S h=y

Remark. The Hopf algebra U, (b, ) is clearly noncommutative nor cocommuta-
tive. Notice that we have: S*(X) = S(—¢'X) = —S(X)S(¢g7!) = ¢'Xg =
¢ ' X therefore this is an example where 5? # id as expected. The parameter
q works as a deformation of the commutative case ¢ = 1. The same happens
for the sub-bialgebra generated by 1, X, g. This is also known as quantum plane
since in the same spirit we see it is a deformation of the affine plane.

Remark. The Hopf algebra U, (b, ) is dually paired with itself, the pairing given
by:
(9.99=q¢ X, X)=1 (X,9)=(9,X)=0

3.3 Characters

3.3.1 Hopf Characters

Now we give a name to a special class of morphisms.

Let (H,my,nu, A, e, S) be a graded (commutative) Hopf algebra over K with
grading {Hj }ren such that Hy ~ K and let (A, m4,n4) be a commutative K-
algebra.

Definition 3.3.1. A Hopf (algebra) character is an algebra morphism ¢ : H — A
such that ¢(1y) = 14

In other words, a character is a linear map which preserves the structure of
algebra and moreover the neutral element of multiplication. Given this unity
element 14 € A one can define a unity map 74 : K — A for any character ¢ as
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Na = ¢ ony, so that we have n4(1) = 14

Endowed with a convolution product (3.8), the characters form a group. Indeed
one can easily show the following;:

Proposition 3.3. The set Gy (A) = Homyu, (H, A) of all Hopf characters, i. e. alge-
bra morphisms from H to A which preserve the unit, forms a group with respect the
structure provided for any two characters ¢, : H — A by:

pxtp=mao(p@1)oA

With neutral element e := ny o e.
Finally, the inverse of any ¢ € Gy (A) is given by ¢ := ¢ o S

This enable us to translate some of the machinery into groups of functions.
Moreover, recall for a graded Hopf algebra (3.15) any homogeneous element is
in the kernel of the counit, i.e. one has ¢(H},) = 0 for any k£ > 0. Keeping this in
mind, we introduce some other concepts which we are going to use.

Definition 3.3.2. A linear map R : A — A is said to be a Rota-Baxter operator
if:
R[ab] + R[a]R[b] = R[R[a]b + aR[b]] Va,b e A (3.20)

This map satisfies an inhomogeneous version of anti-multiplicativity.
We use a Rota-Baxter operator to construct generalized antipodes.
For a character ¢ € G'y(A) we define a linear map S : H — A recursively as:

S9(1y) := 14 S9(h) = —R[(Sg* (poP))(h)] Vh € ker(e) (3.21)

where the map P = idy —noe: H — ker(e) is a projector which takes care of
some extra terms getting out from the coproduct.

Notice that beacuse of the commutativity of the product, it follows from the
Rota-Baxter property (3.20) that this map respects the characters group opera-
tions:

Sa(hg) = Sg(h)S3(9) Sa(h™") = Sgo S(h) (3.22)

To make contact with the antipode as anticipated, consider the convolution al-
gebra End(H) and the identity map on H both as character and Rota-Baxter
operator. Then the antipode satisfies the recursive relation:

S(h) = —(S = P)(h) Vh € ker(e) (3.23)
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Now it is important to observe that since a character ¢ preserves the unity, it
holds that:
Sy x ¢ =85+ S5 * (¢poP) (3.24)

At this point with a little fantasy we may already get a major hint'® just rewrit-
ing as:
dr(z) = (idg — R)o(x) x € ker(e) (3.25)

where we posed ¢x = S;; x¢and ¢ = ng * (¢ 0 P), and used the definition (3.21)
in the form —R[p(z)] = Si(z).

If we identify these terms respectively with the renormalized Feynman rules,
the Bogoliubov map and the counterterms we see that one gets exactly the same
expression (2.64) that we previously derived in the BPHZ procedure.

This is exciting, but let’s not rush and go on by order.

3.3.2 Birkhoff Factorization

As a general statement, the Birkhoff factorization is used for the solution to
a particular class of problems in the ambit of the Riemann-Hilbert correspon-
dence!l.

Our formulation is aimed to the much more modest purpose to lay a bridge be-
tween renormalization procedure and the setting of Hopf algebras, as we will

se in the next chapter.

Let C = 0D be the boundary of a disk D on the complex plane C with cen-
ter in z = 0. Consider the Riemann sphere S* ~ P!(C) and take the quotient
P!(C) \ C. We denote by C.. the two components of this quotient space, such
that 0 € C and oo € C_. Finally let G(C) be a connected complex Lie group.

Definition 3.3.3. A smooth loop v : C' — G(C) admits a Birkhoff factorization
if it can be written as a product

7(2) = 7-(2) "4 (2) VzeC (3.26)

with 4 : Cy — G(C) two holomorphic functions such that y_(c0) = 1
Observe that v, are defined on C' by means of a limit procedure.

19As a matter of fact this is a spoiler.
11See [CM] for details.
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We consider the case when D is an infinitesimal disk around z = 0 and C'is
an infinitesimal loop. Assume the Lie group is G(C) = Gy (C) = Homyu (H,C),
i.e. the set of Ac-algebra morphisms from H to C, where H is a commutative
Hopf algebra over C.

Let denote by X the field of convergent Laurent series, by O the ring of con-
vergent power series and by Q the unital ring of inverse power series.
Regarded as commutative algebras over C, we can consider the corresponding
groups of characters:

GH(:K) :HomAC(H,iK) GH(O) :HOWAC(H,O) GH(Q) :HomAC(H, Q)

The elements in G (X) may be seen as loops v(z) on an infinitesimal circle
around z = 0 whereas the elements in G (0) as loops 7(z) which admit a holo-
morphic extension to z = 0.

Last, for an element ¢ € G (Q) one shall impose the normalization v_(c0) = 1.
This can be done by means of the augmentation map ¢_ of Gy (Q) seen as a
group ring over Q, i.e. a map such that e_(¢) = 1 which reduces to the identity
map on the ring. Hence we obtain the corresponding condition:

e_op=c¢ (3.27)

where ¢_ is the augmentation in Q and ¢ is the counit in H

Using this same notation, one has the restatement:

Definition 3.3.4. Let S be the antipode of H. An element ¢ € Gy (K) admits a
Birkhoff factorization if it can be written as a product

6 =(¢-058) o, (3.28)

where ¢, € Gg(0), - € Gg(Q) and such thate_o¢_ =¢

It is this form of the Birkhoff factorization that we will use in the next chap-
ter.
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Chapter 4

Connes-Kreimer
Theory

"Es ist dafiir gesorgt, dafs die
Biume nicht in den Himmel
wachsen.”

J. W. von Goethe [Gq8]

41 Introduction

The works [K98], [K99], [CK] of Kreimer and Connes exhibited that the com-
binatorics of perturbative quantum field theory hides a beautiful underlying
structure of Hopf algebra, whose elements are Feynman graphs.

In this framework, Feynman rules associated to a graph are constructed as char-
acters in the algebra of the meromorphic functions. This as usual are generally
divergent integrals needing regularization which afterwards require renormal-
ization. The Connes-Kreimer theory gives a clear mathematical understanding
of the BPHZ procedure in terms of the Birkhoff factorization in a particular
complex Lie group associated to the aforementioned Hopf algebra.

This final section employs the Hopf algebraic formalism we introduced to pro-
vide a reinterpretation of the manipulations performed in the physics of renor-
malization.

In order to work out our objects we give new precise definitions to Feynman
diagrams and related concepts, forming an algebra.

Then is showed this can be equipped with a coalgebra structure and moreover
an antipode, which encode the counterterms to a graph.
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After that we show a general graded Hopf algebra admits a Birkhoff factoriza-
tion and the recursive formula of BPHZ procedure is the exact solution in the
case of the Hopf algebra of Feynman graphs.

In the end we briefly mention some other arguments, which are unfortunately
beyond the scope of this script.

We shall mainly refer to [CM], [Kre] and in general the references of Kreimer
and Connes.

4.2 General Definitions

4.21 Feynman Graphs

We are now prepared to implement the structures and tools previously defined,
translating Feynman diagrams and the renormalization techniques into an al-
gebraic language.

Let’s generalize some quantum field theory concepts adopting a complemen-
tary yet informal point of view. Some further clarifications are given in the ap-
pendix B.

Definition 4.2.1. A Feynman graph I" consists of a finite set of labelled vertices
I'® and a finite set of labelled (oriented) edges I'"), also called lines’. Each edge
e € ' is assigned to one or two vertices: if |e N ['®)| = 1 then it is an external
edge, oterwhise we have an internal edge when |e N T(?)| = 2. This splits the set
I'" in two complementary subset ')} and I'{").

Labels mean Feynman graphs are endowed with maps? that assign analyiti-
cal informations and quantities to its edges and vertices, depending upon the
theory under consideration.

Definition 4.2.2. A Feynman subgraph v C I" consists of a finite subset of ver-
tices 7@ c T'©, a finite subset of edges 4} C I'V and the restriction in the
obvious way of the labelling maps aforementioned.

It is worth noticing edges in (! are again assigned to the same vertices, if
present in v(¥): in principle the internal and external lines of v can be totally
different from those of I'.

1Since we are mainly dealing with scalar fields, the orientation won’t bother us and we shall
use the two terms interchangeably.
These maps are left implicit in order to avoid irrelevant overcomplications.
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CHAPTER 4. CONNES-KREIMER THEORY

Definition 4.2.3. A connected Feynman graph I' is a one-particle irreducible
(1PI) graph if the following holds:

1. I'is not a tree (such as the free propagator or the simple vertex graphs).

2. T" cannot be disconnected by cutting a single (internal) edge.

As a matter of fact, all Feynman graphs (and subgraphs) are made up of 1PI
subgraphs. Furthermore, a graph can be characterized by the number of its ex-
ternal lines |F

ext ‘

e A vacuum bubble has no external edges |Fext| 0 whilst for tadpole
graphs \Fm] 1. We shall discard these graphs by the considerations

at the end of (1.23).

e Propagators and self-energy graphs have ) =2

ext

e General graphs with ]F( )

ext

| > 3 are called vertex graphs.

Feynman rules (1.23) allow us to obtain the unrenormalized value
V(T)(p1,-..,pn) associated to a graph, which in general is a multiple integrals
with the following features:

=[v.) V(D) o U(T) (4.1)

The former expression means this value factorizes as a product over the con-
nected components of the graph. The latter says it is proportional to the general
form (2.59) we rewrite here for convenience:

U (py,...,oN) :/[(pl,...,pN,kl,...,kL)ddkl~--ddkL (4.2)

The proportionality factor is a combination of external propagators and a delta
function to impose momentum conservation, hence we refer at it as the un-

renormalized value of the graph I" with assigned external momenta (p1, . .., pn).
Then one can write Green’s functions as:
e , dp;
G( ) o / ph Jpn) i(x1-p1+-+Tn-pn) ' 43
xl? y & Z Sym € H (27T)d ( )

J

where the symmetry factor Sym(I') is defined as the cardinality of the group
Aut(I") consisting in the automorphisms of the graph I.
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4.2. GENERAL DEFINITIONS

From the discourse in (1.38), we now see the connected Green’s functions are
simply given by restricting the sum over the connected graphs I'. Moreover we
know that in order to work with the effective action we are really interested in
just the 1PI graphs of the theory. The contribution of a 1PI graph to the effective
action is of the form:

U =5 [ o) son U@ [Tl @9

where ¢ denotes the Fourier transform of ¢.

One understands the formula as a pairing between fields and the distribution
U(T") which is build up as a smooth function of the external momenta. Thus we
arrive at the following:

Theorem 4.1. The effective action is given by the formal series:

Sessld] = Slg] = >

Proof. The proof basically follows from the Feynman rules applied to 1PI graphs,
which allow to rewrite the path integral only on tree graphs weighted by S, ¢.
Details can be found in [CM] th 1.5 O

This result justifies the somehow heuristic derivation of (1.39).

In defining dimensional regularization and minimal subtraction scheme, we
glibly assumed that U(I") keeps on making sense when the space-time dimen-
sion d is extended to a complex number d — z and furthermore that the resulting
U*(I') admits a Laurent expansion for z = 0.

One could circumvent the problems by straightly working with the BPHZ scheme
for instance, that only requires U(I') can be expanded in a Taylor series.
However there is no need in doing so, by virtue of the following:

Theorem 4.2. The Taylor coefficients at p = 0 of U*(I")(p1, . - ., pn) admit a meromor-
phic continuation to the whole complex plane z € C.

Thus we can define minimal subtraction (2.40), (2.62) as the removal of the po-
lar part T'(L(z)) from a general Laurent series L(z). Indeed the theorem allows
us to apply this to the Taylor expansion of U*(I')(p1,...,py) and to work out
the machinery.

3For the proof see [CM] th 1.9.
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CHAPTER 4. CONNES-KREIMER THEORY

Beyond analytical quantities, one can also assign some interesting integers to
a graph I'. We have already seen that one gives names to particular graphs re-
lying on the number N of external lines. Moreover, another important integer
is the number L of independent momenta loops in a graph*, which encodes the
perturbative order. In particular one is able to express the superficial degree of
divergence in a self-interacting scalar theory as:

D(I)=-2[+dL=6—-2N+(d—6)L (4.5)

where there hold topological identities like / — V = L — 1 and 3V = 2] — N,
with notation I = [I'|, N = 1)), v = |1

ext

4.2.2 Contraction

Amongst the operations that can be performed on a graph, it will be useful to
reverse the insertion of a subgraph.

Definition 4.2.4. The contraction of a subgraph « in a graph I is an operation
which shrinks all internal edges of 7 to a single point, leaving untouched the
external structure. The result is the cograph I' /.

Examples of contractions are:

-D-/<C=-0- /<= (4.6)

At this point consider the graph in the main example (2.75).

Retaining the same notation, we know all the subgraphs ; with¢ =1,...,5 are
divergent in d = 6, where indeed by (4.5) one finds D(~;) = 0.

Next we make use of the contraction to give some other definition for the forests
of a graph and give some example on (2.75).

Definition 4.2.5. A 1PI graph that is void of any (superficially) divergent proper
1PI subgraph is said to be a primitive graph.

Definition 4.2.6. A forest / of a graph I' is a collection of nonoverlapping di-
vergent subgraphs v C I, that is for any two subgraphs v,7" € F one of the
following conditions holds:

vCy v Yy =0
“That is the number of cycles in the graph. On a pure graph-theoretical level this is its first
Betti number. See the appendix B.
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Definition 4.2.7. A forest [/ which does not contain the full graph I' and the
empty set () are called normal forests. A normal forest F of a graph I is maximal
if the cograph I'/F :=T"/ U,/ 7 is primitive.

Definition 4.2.8. A maximal forest / of a graph I' is complete if any v € [ is ei-

ther primitive or possesses a proper subgraph 7' € F such that v/~ is primitive.

By these definitions we see:

e The primitive subgraphs of I' are 7; and v,

e The maximal forests of I" are {3}, {71, 73}, {74} {72, 7} {5} = {11, 72}

e The complete forests of I" are {v1,73}, {72, 4}, {71, 72}

Contraction is also useful in implementing renormalization on graphs. In fact
the subdivergences subtraction in the BPHZ procedure can be re-expressed in
a rather convenient way:

R()=UT)+> CyUT/7) (4.7)

&l

where again C(7) is defined inductively as in (2.66).
Considering for example the graphs (2.56), in that notation we have:

R(Is) = U(T'2) = T(E1)U(T'2/%0)
R(F4> = U(F4) - T(73)U(F4/V3) - T(74)U(F4/74) (4.8)

4.3 Hopf Algebraic Renormalization

4.3.1 Hopf Algebra of Feynman Graphs

At this point we can put the puzzle pieces together.

First we need to endow the set of Feynman graphs with a Hopf algebra struc-
ture. Following [CM] we begin by describing the “discrete part” consisting only
of divergent (sub)graphs and ignoring the external structure, which we shall
discuss afterwards.

Definition 4.3.1. The algebra of Feynman graphs J is the (bi)graded free com-
mutative algebra over C generated by 1PI graphs.
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CHAPTER 4. CONNES-KREIMER THEORY

We know the vector space J{ of all Feynman graphs has a basis labelled by
graphs I' which are disjoint unions of 1PI graphs ~;:

where the case I' = () is allowed.
One defines the multiplication in J{ on the generators as disjoint union:

m(F1 & Fg) = Fl U FQ = Fl . FQ (410)

It is manifestly bilinear, associative and moreover commutative. The empty set
I' = () is the unit of the algebra, therefore we shall gladly set the notation 1 = (.
A natural grading is induced on J by the loop number ¢(I"). One also has two
other gradings by the (internal) line number i(I') = |F£7111| and the vertex number
v([') = [T©| — 1. They satisfy:

deg(Ty---T,)=> L(I;)  deg(l)=0 (=i—v (4.11)

hence the algebra J is in general bigraded. In general, the loop number ¢ ren-
ders the algebra graded connected, i.e. 7y = C1, but the graded components
I, are not finite-dimensional. With the vertex number v one has the opposite.
Endowed with the line number 7 the algebra is both.

Since we have a grading, the coalgebra structure to be putted on must ensure
this is respected. This means that the constructed Hopf algebra has to satisfy
the relations in (3.15). Ultimately one needs to define an appropriate coproduct,
from which the rest follows.

Definition 4.3.2. Let F(I') denote the complete forests of a 1PI graph I'. The
coproduct is defined as:

AD)=T@l+1aT+ Y y&T/y (4.12)

FeF)
YEF

Observe that the coproduct reflects the comibnatorics of the BPHZ formalism.

Theorem 4.3. (Connes-Kreimer)
Equipped with the coproduct (4.12) and the counit and the antipode defined below, the
algebra of Feynman graphs I is a (bigraded) Hopf algebra of the form (3.15).
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4.3. HOPF ALGEBRAIC RENORMALIZATION

Proof. First one needs to check that A is an algebra morphism in the sense of
the definition (3.2), i.e. that:

Mo(A®A)=Aom M=m®@mo (id®T®id)

where the multiplication over the tensor algebra M : H@HRIHQIH — H K
is expressed in terms of the multiplication (4.10) and the transposition map.
Applying both sides on any given general 1PI graphs I';, Iy, the identity follows
observing that the subgraphs v C I'y - I'; in the complete forests of the product
graph f € F(I'; - I'y) can all be factorized in terms of the (complete) forests of
the single graphs /1 € F(I'y) and f 5 € F(I'y) simply as v = 71 - 72

Here each subgraph 7; C I'; runs over the complete forests v; € f; € F(I;).
However we must also take into account that I'; C I'y - I'y, extending the factor-
ization to the cases v; = I'; and ; = ()

Next one has to prove that A is coassociative. Since it is well defined as algebra
morphism, we shall just check the identity on 1PI graphs I':

(A ®id)A(T) = (id ® A)A(T)

After expanding both sides, most terms cancel each other out and we are left
with:

S cwy/sal/y= Y yer®([/))/r (4.13)
yer (T) ver (T)
SEF(7) TeF (T'/y)

Now suppose I' admits m complete forests F ;(I') = {v;,, ..., 7.}

By definition any +;, is a divergent 1PI subgraph of I" which is either primitive
or it possesses a subgraph v;, C ;. contained in the same forest and such that
the cograph v, /v;, is primitive.

For any fixed v,, its complete forests are subsets of some f ;(I'), i.e. they are of
the form {v;,,...,;,} with b < m. This allows us to rewrite the left hand side
of (4.13) as:

Z Vie ® Vi /7]2 ® F/’ij
=1
'szg'yjk
Retaining the same notation, for the cograph I'/~; we work out the » < m
complete forests F ;(I'/v;,) = {7, .., 7, }, where we put 7;, = (I'/~;, ), for sim-
plicity. Each of these terms is a proper divergent 1PI subgraph of I'/v;, thus
we generally assume that the cograph’s complete forests can be obtained from
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CHAPTER 4. CONNES-KREIMER THEORY

those of I' by contracting all of their graphs with ~;, :

0 if v, &F;,

Observe that each v;, is defined as element of f ;(I'), so that we need to consider
only the associated forest:

Viel Vi v ©
F/'ij U X, Xj, = Jel 19k Jk ' Je
Vi otherwise

The upshot is the right hand side of (4.13) becomes:

Z Vi ® X50 © (U)X

"/]k 'Y]g

Notice that the involved summation forces the form of y;, and moreover one
has the equivalence (I'/v;,)/(7vj,/7j.) = I'/7;,- This implies the (4.13) can be
finally expressed as:

Z Vie @ /ij/’Yje ® F/Pyjk = Z Vi @ ’7]'@/’7]’1@ ® F//Vje

j=1 7j=1
Yie Q’Y]k Vig g’)’jg

which are indeed identical.

This coproduct clearly has the right grading property. Hence defining the counit
by £(0) = 1 and ¢(I") = 0 the antipode is completely determined from (3.7). For
instance the first equation therein gives on I':

mo [SM)®1+51)T + Z S @T/y| =0

FeF
'yEF

which is resolved by induction using the formula®:

S(@) =0 =-T- Y S(M-T/y (4.14)
FeF ()
'yef
O

5Recall the notation 1 = ().
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Let’s give some explicit computations in ¢* theory. The coproduct gives:
A(—O—-)=0O—9l+1e —O—

A—T)=<Tel+1e <[ +—<Ce —<_
A(-D)= DO01+10 D +2<C o —O—

For the antipode we have:
S =-=C

S(—L) = -~ + < —<C
S(-0-) = -O-+2—~C- —O—

Some more elaborated example for the coproduct:
A(@) = (D01+10 (D + 00— -

A<[D)=<Do1+1e <D +2< o (D
+2<[] @ O—+ < - <@ —O—

We left behind the external structure of a general graph I'(py, ..., px). This can
be seen as a distribution ¢ € C_*°(Er), that is the dual of the space of smooth
functions C>*(Er) where Er := {(p;)i=1..n : Y. p; = 0} is the set of possible
external momenta subject to the conservation law. It generalizes as follow:

E:= |J Er C.>(E)= @ e.~(Er) (4.15)

I'elpPI ISV

Thus the “full” Hopf algebra of Feynman graphs is the symmetric algebra Sym(C_*>°(E))
and is constructed as a direct extension of K.

4.3.2 Renormalization of Characters

We now return to the discrete part of the Hopf algebra of Feynman graphs H
and consider the group of characters G3(X) = Homy.(H, X). The intention is
to interpret Feynman rules as characters from our Hopf algebra to Laurent se-
ries and accordingly recover the BPHZ procedure as a Birkhoff factorization in
this group.

We start by proving the general result:

69



CHAPTER 4. CONNES-KREIMER THEORY

Theorem 4.4. (Connes-Kreimer)

Let H be a positively graded connected commutative Hopf algebra. Then every Hopf
character ¢ € Gy (K) = Homgu.(H,X) admits a unique Birkhoff factorization as in
(3.28), that is it can be written in the form:

¢ = (¢-05)* ¢y

Proof. All we need to do is to recollect some results from the previous chapters.
The recursive formula (3.21) defines Hopf characters in any commutative alge-
bra A, since by the definitions of convolution product (3.8) and of Rota-Baxter
operators (3.20) they are indeed elements in the group of characters G (A).
Upon the identification ¢_ = Sj; we have from (3.24):

p-xp=¢_+¢_x(¢p—¢gonoe)

Notice that ¢ o 7 o ¢ = e the neutral element. We multiply from the left by the
group inverse of ¢_ (cf. 3.22) to obtain:

¢=(p-085)*x¢_*¢

Finally the identification ¢ = ¢_ * ¢ gives exactly (3.28).
Therefore making an opportune choice for the operator R one can fulfill the
conditions:

A=K ¢+ € Gu(0) ¢_ € Gu(Q) E_ogp_=¢

This result also provides an explicit recursive formula for the factorization.
Hence by applying this result to the Hopf algebra of Feynman graphs, one can
reconnect to renormalization by following the steps we outlined, thus recon-
structing the BPHZ procedure.

Theorem 4.5. (Connes-Kreimer)

Let 3 be the discrete Hopf algebra of Feynman graphs. Then the expressions for the
Birkhoff factorization of loops ¢ € G3¢((X) = Hom. (I, X) are given by the recursive
formula (2.64) for the BPHZ procedure:

R(T) = R(T) — T o R(T)
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Proof. The starting point is to observe that the 7" operation previously defined
(2.61) is a Rota-Baxter operator in the sense of the definition (3.20). Indeed it is
a endomorphism on X viewed as a C—algebra which in virtue of (2.72) respects
the defining property.

Provided such an operator we then consider a character U € Gy (X) and as in
(3.21) we define the linear map S¥ : H — X recursively by setting S¥ () := 1
and:

SF(L) = =To[(Sf* (UeP)(I)] = ~To [UT)+ Y SFIIUT/)| (4.16)

FeF)
yeF

where the projector is such that P()) = 0 and P(I') = I, whilst the convolution
product is as (3.8) in terms of the coproduct (4.12) of J.
The get the conclusion one just has to make the identifications:

R(T) = (S{ * (U o P))(T) R(T) = (S7 = U)(T) (4.17)
This returns exactly the expression (2.64) O

The theorem can be extended to involve the external structure of . More de-
tails can be found in [CM] .

4.3.3 Further Developments

This is far from the end of the story.

The Connes-Kreimer theory is a wide and currently active framework in the
context of noncommutative geometry. Its principal aims address towards a de-
peer understanding of the mathematical structures underlying perturbative ap-
proach to quantum field theory and field theories in general. The arguments we
treated in the simplest nontrivial case can be expanded and generalized on both
the geometrical and the algebraic sides, in order to cover other major topics of
phyisical interest. Above all the Hopf algebra of Feynman graphs can be con-
structed for gauge theories [K06], enlightening the fact that symmetries can be
understood as an Hopf ideal [vS].

Particularly newsworthy is a consequence of the Milnor-Moore theorem, which
states that connected graded cocommutative Hopf algebras such as the one we
discussed is isomorphic to the dual of the universal enveloping algebra of the
graded Lie algebra built up on its primitive elements. [MM]
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Beyond its pure mathematical glamor, this allows to highligt the Lie algebra
structure on the group of Hopf characters, where the graphs are equipped with
the Lie bracket respect to a precisely defined insertion operation of subgraphs.
Then another important result of the Connes-Kreimer theory shows that this
can be related to the renormalization group flow of the theory [CK], [CM].

Ultimately it provides a far reaching and striking connection between the math-
ematical and physical perspective on perturbative quantum field theories and
renormalization which helps to demystify some clumsy machinery usually per-
formed.
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Appendix A

Some Calculations

This appendix is devoted to some standard manipulation in quantum field the-
ory. Further details can be found in the references, such as [C], [PS], [Wei].

A1 One-loop Self-energy

Here we want to reformulate the integral (2.6) introducing the lattice regulator
" . The overall aim is to show the following:

a ,LL2
ig” L G ST A
Ak = / ( ) dy (Al
2(27T)d/(k2—u2)2 2(4m)2T(2) Ju y )

1+a2ﬂ2 .
One starts with the Wick rotation! k% = /¢°
< 2 2 1
il / L g9 / 44
2(2m)® ) (k2 — p?)? 202m)t ) (0% + p?)?

We rewrite this in terms of the unitary d—sphere:
2 1/a d—1 2 1/a gdfl
9 d/de/ L — / e
2(2m) o (P+p?) (4me:r(d) Jo o (P +p?)
and then consider the square d(¢*) = 2{d/:
2 1/a? 2)2-1
. gd / <f ) 22 d(£2)
2(4m)20(%) Jo - (P +p?)

At this point one makes a change of variables:

2 2
1% 2 o (1 2 2
= — 0° = - —1 d(l?) = ——=d
Yy Iz M27 2 (y )a ( ) 2 Yy

w =

IThis trick is somehow subtler than it may seems, but we won’t linger on this, referring to
the literature for any clarification.
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After substituting, this simplifies as:

2 42 i—l . 9 2 d4 % sq o\ 241
s () e [ (5

which indeed gives the (A.1).

IS8

NI

A.1.1 Some Results

Varying the dimension d one may seek for patterns...

d=1
2,,—3 1 2,,—3
o, =LK e (e
4 1+ a?u? ap 8
5, 9K L g
81 (14 a?u?) 8m
d=3 ey o (1 g2u!
Z: —t - I— %_
LT R (1—|—a2u2 o (au)) 167
d=4
by g 1 1+f' it asa — 0
~ — n— mate a
! 1672 a
d=5
g2
P CYP + finite asa — 0
d=6 21 g
El%_2567r3?+647r3ln5+f2mt6 asa — 0
d=1 21 P
Y~ — — — 1t —0
VN T omi gz T sopig T /ite asa
d=28
2 2,2 2,4
g 1 g 1 gpw 1
~ — - — — In — t — 0
CN T Gladmial T I536mi a2 5lant Mg T /inite asa
d=9
2 2,,2 2,,4
g 1 g 1 g p o
PR —— — - - t — 0
LN T 6800m @b | 5040n5 a3 112000 T Mte  asa
d=10
2 2,,2 2,4 2,,6
.y 1 gy 1l gp 1l g 1
21N_21497T5$ 21437r5¥_2147r5§+211—37751n5+f2mt6 asa — 0

74



A.2. RENORMALIZED INTEGRAL

A.2 Renormalized Integral

Here we want to manipulate (2.3) following the insight provided by (2.16). Then
imposing (2.15) one can recover (2.19). From (2.17), (2.18):

OXip _ p'OX ig? p-(p+k) ]
8}92 o 2p2 apu o 2(27T)dp2 / (k? _ mQ)((p + ]‘C)Q — m2)2d k (AZ)

First we introduce the Feynman parameters:

1 290(z+y—1)
dr d
(k2 —m2)((p+ k)? — m2)? ﬂ (ch? —am? + y(p + k)2 —ym2)p 7

The delta functions sets y = 1 — .

(1—2)p*+p-k)

d
(0 R —2a(p- k) —ap? —mp T EH

One makes the change of variables:

q=k+ (1—x)p, p-k=p-q—(1—)p° dlq = d%

then we substitute and simplify:

(1 — z)(zp? +p q)
q—i—xl—x —m?2)

d
zdxd®yq

Antisymmetrizing, the term o< ¢ gives no contribution. Hence:

7;92 1 — X 1 d T
(27r)d/0 l‘(l )/(q2+$(1—$)p2—m2)3d qd

Wick rotating ¢° = i(°, we pose © = —z(1 — z)p? + m*:

g | 0 [ gt

Going to the unitary d—sphere:

(% / (1—x /de/ Eraptidn= —ﬁfolw(l—@ /Ooo (gfi_;)?’
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We then shift to the square d(¢?) = 2¢d/:

2 1 o (62)%_1 ,
) r<§>/o 1= [ Grrepi

and make another change of variables:

Q

[NJisH

Substituting, simplifying:

i 0 [ T

g2 1 d 1 d d
— —T/ z(1— x)@2_3/ (1—2)2"'2* 2dzdx
(4m)2T(4) Jo 0

2

s

Mol
~—r |
w
—_
~—
vl
L
/|\
|
o
N——
IS
I
IS
&
I

We recognize the Euler’s Beta function and make use of its properties:

/1(1 —2)i 2 gy = I3 -9re)

Therefore, making © explicit, we get:

¢ N (1 —x) .
2(4rm)2 re 2) /0 (—z(1 — x)p? + m?)> 2 !

but this can be written as:

2 T3-9 o9 ! 4
_(4i)§ —d 3_])2/0 (= o(t—a)p? +m?)* da d#4
2 i 1
33#25_]92/0 In(—z(1 — z)p* + m?) dzx d=14

Thus we get the equivalence with (A.2) up to constants of integration.
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A.3 DimReg Self-Energy

We give a prototipical example of dimensional regularization working with
the one-loop self-energy (2.3). Some motivation are given before (2.34) together
with some assumption. We also assume the validity of the “generalized Gaus-
sian integral” with non-integer d:

/ e dik = i / e 1 kduy = ir? (A.3)

then we introduce Schwinger representation for each propagator:

1 m2K2) —b(m? — (p+£)?)
m dadb
(m2 — k2) (m2 — (p + k)2 / / ¢

Observe that because of the Wick rotation we treat k* as negative. Then we
exchange the order of integration to obtain:

. zg2 /Oo /OO/e—(a+b)m2+bp2+2bp-k’+(a+b)k2 dk da db
2(27T)d 0 0

We shift k# by an amount —

b and change variablesto z = a+ b, x =

/ / / —2(m?—p2x(1— :E)Jrszdddedx

After scaling k by a factor z2 we find that:

/ / —z(m2—p?z(1—x) /€k2ddkd2d1’

The integral in dk is of the form (A.3):

—z(m?—p*x(1-2)) 4 o

The integral in dz can be rearranged as a Gamma function with 2§ = ¢

e [Titetan 6= (el - )
0

Finally:




APPENDIX A. SOME CALCULATIONS

A.4 DimReg Vertex

We follow the same procedure of A.3 for the one-loop vertex (2.50):

_ Z,(—z'g)?’ i l i d
TET / R —m?) (p B —md) (g B —m2) O

Taking account of Wick rotation, we rewrite:

V.o g / 1 1 1 2
Fo2em)t ) (mP = k) (m? — (p+ K)?) (m? — (g + k)?)
In Schwinger representation:

F 3 o) ] o)
vV, = — L9 . / / / /6—(a+b+c)m2+bp2+2bp-k:+cq2+2cq~k+(a+b+c)k2 ddk’ da dbdc
22m)® Jo Jo Jo

ph'b q'c
a+b+c a+b+c

(
/ / / / —(a+b+c)m2+bp?+cq®+(a+b+c)k2— (bﬂfc)z J% da db de

+b

At this point we shift k" — k" —

and make a change of variables z = a + b+ c+, v = ¢,y = ¢

Z'g3 1 1 o0 5
V)= -t / / / 2 / e Ak dz da dy
2(2m)" Jo Jo Jo

where: n = m? — (1 —2)p* — (1 = y)¢* + (1 = 2)p+ (1 — y)q)”
As before, we scale k of a factor 22 making the d?k-integral of the form (A.3):

d/// 2e’zndzd:vdy
3

Again we put zn = ¢ and recognize a Gamma function:

00 1
/ P2 ey = ng3/ 25t dt = 772 T (3 — Cj)
0 0 2

Substituting:




A.4. DIMREG VERTEX

Since we are interested in the limit d — 6, we rewrite as:

128 3(47w) r(3——)/ / ne = dzx dy

Vi =

thus asymptotically:

9 1,1
Vlzm—vE—i—lnélw,uS—/ / Inndzxdy
o Jo

and the counterterm is given by:
3

_d _ g
69 = 2 (pole) = p*~4? (m) +O(g")

79



Appendix B

On Graph Theory

In this appendix we give a series of formal definitions for standard graph-
theoretical notions we used through this work, without any claim to complete-
ness. For details we refer to some Graph theory textbook, for instance [Die].

B.1 Basic Terminology

Definition B.1.1. A graph is a pair (V, E), where V and E are finite sets, whose
elements we call vertices and edges respectively.

Definition B.1.2. A undirected graph is a tuple (V, £, r) consisting of a graph
(V,E)and amap r : £ — {{z,y} : z,y € V} assigning to each edge e € E its
unordered pair of endpoints. An elements of £ is called a loop if r(e) is a single
point.

Remark. We represent a graph pictorially by drawing a point for each vertex
and an arc connecting points = and y for each e € E such that r(e) = {z,y}.
Definition B.1.3. A directed graph is a tuple (V, E, s,t) where (V, E) is a graph
and s,t: E'— V are two maps called source and target maps respectively.
Remark. Pictorially we draw an arrow from x to y for each edge e € E such that

s(e) = t(e).

Definition B.1.4. In a graph (risp. directe graph), a walk (risp. directed walk)
is a sequence vpepvies . . . VgerUi41 Of vertices v; € V and edges e; € E such that
one has 7(e;) = {v;, vi41} forall 0 < i < k (risp. s(e;) = v; and t(e;) = vit).

Definition B.1.5. A graph is said to be connected if for each pair of vertices
there is a walk joining them.

Definition B.1.6. A cycle is a walk such that vy = vj4+1 and no other vertices or
edges repeated. A loop is a cycle with one only edge.
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B.2. TOPOLOGICAL GRAPHS

Remark. Notice that this is what is generally called “loop” in QFT. The differ-
ent terminology between physics and mathematics is listed at the end of the
appendix.

Definition B.1.7. A tree is a connected undirected graph with no cycles, that is
any two distinct vertex of the graph are connected exactly by one walk with no
repeated edges or vertex.

Remark. Given a tree, it is useful to define the valency of a vertex as the number
of edges emitted by that vertex. This allows us to distinguish between external
vertex, with valency 1 and internal vertex, with valency > 2.

Definition B.1.8. A rooted tree is a pair (¢, r) where ¢ is a tree and r is a specified
vertex of ¢ called root. A forest is a disjoint union of trees.

B.2 Topological Graphs

Let X be a topological space.

Definition B.2.1. A parametrized curve in X is a continuous map o : [0, 1] — X;
its image ([0, 1]) is called arc, where ¢(0) and (1) are called endpoints.

Definition B.2.2. A topological graph in X is a pair (V, E)) where V is a set of
points and FE is a set of arcs such that:

i) every e € F has endpoints in V;
i1) two arcs can only meet at endpoints;

i77) no interior point of an arc belongs to V.
Definition B.2.3. An embedding of a graph (V. E,r) in X is the datum of a
topological graph (V’, E’) in X and a pair of bijections f : V — V'and g : £ —
E’ such that f sends r(e) to the endpoints of g(e) forall e € E.
Definition B.2.4. A plane graph is a topological graph in R?. A planar graph is
a graph admitting an embedding in R*.

Let’s look at an example:

1 3 1 4

and (B.1)

2 4 2 3

The two drawings represent the same graph, but one is a planar embedding
and the other is not. This motivates the introduction of the following.
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APPENDIX B. ON GRAPH THEORY

Definition B.2.5. Two graphs (V, E,r) and (V', E', ") are said to be isomorphic
if there exist bijections f : V' — V'’ and g : E — E’ that preserve the endpoint
relations of G and G, i.e. such that for =1"0g.

Remark. Graph isomorphism is an equivalence relation, whose equivalence classes
are those of isomorphic graphs. Thus we can consider just one representat for
each class.

Despite we do not deal with non-planar graphs, one should not forget they also
exist. An examples of graph that can not be embedded in R? is:

- S (B.2)

Definition B.2.6. In a plane graph, let I, £,V denote respectively the number
of internal faces (regions bounded by internal arcs), internal edges and internal
vertices. Then we have the Euler’s formula:

F-E+V=1 (B.3)

In particular, in a plane graph the number F' of internal faces does not depend
on the embedding.

Finally, here we have a brief account of the two dictionaries discrepancies:

math phys

loop bubble

cycle loop
internal faces | independent loops
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